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ABSTRACT

Distributed video coding is a recent paradigm that enables a flexible
distribution of the computational complexity between the encoder
and the decoder building on top of distributed source coding princi-
ples. In this paper we focus on the scenario where most of the com-
plexity is shifted to the decoder, thus achieving light encoding. We
elaborate on a well known pixel based Wyner-Ziv architecture and
we improve its coding efficiency by exploiting both spatial and tem-
poral correlation at the decoder side, without the need of performing
any transform at the encoder. In order to generate the side informa-
tion, the decoder adaptively chooses spatial or temporal information,
based on the local estimate of the correlation noise. Simulations on
test sequences demonstrate that a coding gain of up to +1.8dB can be
obtained with respect to the case that generates the side information
by motion interpolation only.

1. INTRODUCTION

Today’s digital video coding paradigm, represented by the ITU-T
VCEG and ISO/IEC MPEG standardization efforts, relies on inter-
frame predictive coding and block-based DCT transform in order
to exploit both the temporal and spatial redundancy present in the
video sequence. In this framework, the encoder has a higher com-
putational complexity than the decoder (typically 5 to 10 times more
complex). This is mainly due to the motion estimation and mode
decision tools used to efficiently explore the temporal correlation. In
fact, the encoder is responsible for all coding decisions to attain op-
timal rate-distortion (RD) performance, while the decoder remains a
pure executer of the encoder “orders”. This type of architecture is
well-suited for applications where the video is encoded once and de-
coded many times, i.e. one-to-many topologies, such as broadcasting
or video-on-demand, where the cost of the decoder is more critical
than the cost of the encoder. In recent years, with emerging appli-
cations such as wireless low-power surveillance, multimedia sensor
networks, wireless PC cameras and mobile camera phones, the tra-
ditional video coding architecture is being challenged. These appli-
cations have different requirements than those of traditional video
delivery systems. For some applications, it is essential to have low
power consumption both at the encoder and at the decoder, e.g. in
mobile camera phones. In other cases, notably when there are sev-
eral encoders and only one decoder, e.g. in video surveillance appli-
cations, low complexity encoder devices are needed, possibly at the
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expense of a high-complexity decoder. While shifting the complex-
ity burden from the encoder to the decoder, it is important to achieve
a coding efficiency comparable with the state-of-the-art hybrid video
coding schemes (e.g. the recent H.264/AVC standard [1]). This is
currently rather far from being achieved and much research needs to
happen in this area.

The main contribution of this paper is an algorithm that allows
to exploit spatial redundancy in a Wyner-Ziv video coding architec-
ture while working in the pixel domain, i.e. without recurring to
transform based coding tools.

2. PDWZ VIDEO CODEC ARCHITECTURE

The Pixel Domain Wyner-Ziv (PDWZ) video codec we use in this
paper is based on the pixel domain Wyner-Ziv coding architecture
proposed in [2]. This coding architecture offers a pixel domain intra-
frame encoder and inter-frame decoder with very low computational
encoder complexity. When compared to traditional video coding,
the proposed encoding scheme is less complex by several degrees of
magnitude. Figure 1 illustrates the global architecture of the PDWZ
codec. Each even frameX2i of the video sequence is called Wyner-
Ziv frame and the two adjacent odd framesX2i−1 andX2i+1 are
referred as key frames; in the literature [2] it is assumed that they
are perfectly reconstructed (lossless) at the decoder. In this paper
as well as in our previous work [3][4] we consider a more realistic
scenario by lossy encoding the key frames in such a way that the
quality of the output sequence is kept constant. Each pixel in the
Wyner-Ziv frame is uniformly quantized. Bitplane extraction is per-
formed from the entire image and then each bit-plane is fed into a
turbo encoder to generate a sequence of parity bits. At the decoder,
the motion-compensated frame interpolation module generates the
side information,Y2i (see [5] for more details), which will be used
by the turbo decoder and reconstruction modules. The decoder oper-
ates in a bit-plane by bit-plane basis and starts by decoding the most
significant bit-plane and it only proceeds to the next bit-plane after
each bit-plane is successfully turbo decoded (i.e. when most of the
errors are corrected).

3. PROPOSED ALGORITHM

The coding architecture described in Figure 1 does not take advan-
tage of spatial redundancy. In order to overcome this limitation, a
transform domain Wyner-Ziv codec has been proposed in [6][7]. The
Wyner-Ziv frame is DCT transformed, and transform coefficients
of different blocks of the same order are grouped together to form
frequency bands. Parity bits are generated separately for each fre-
quency band and sent upon request to the decoder.
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Fig. 1. PDWZ video codec architecture

In this paper we address spatial redundancy from a different an-
gle, without introducing any transform at the encoder side. The goal
here is to exploit spatial redundancy at the decoder side only, thus
keeping the complexity of the encoding as low as possible.

Figure 2 illustrates a block diagram of the proposed algorithm.
At the encoder, we split the Wyner-Ziv frame into two subsetsXA

2i

andXB
2i (the extension to a larger number of subsets is straightfor-

ward) based on a checkerboard pattern. Each subset is encoded in-
dependently as described in Section 2. At the decoder, subsetXA

2i

is decoded first, using the side information obtained by motion in-
terpolationY T

2i , thus exploiting only temporal correlation. Then,
subsetXB

2i is decoded. In this case, pixel-by-pixel, the side informa-
tion Y ST

2i can be selectively chosen between the motion-interpolated
frameY T

2i (to exploit temporal correlation) or by interpolating the
previously decoded subset̂XA

2i (to exploit spatial correlation).
The proposed algorithm can be detailed as follows:

1. Frame splitting: Let (x, y) be the coordinate values of a pixel:

If [x mod2]xor[(y + 1) mod2],

then(x, y) ∈ A,

else(x, y) ∈ B. (1)

Denote withXA
2i the pixel values assumed byX2i in the pixel

locations belonging to the setA.

2. WZ encoding: The encoder processes the two subsets inde-
pendently, generating parity bits for both of them.

3. Temporal side information generation: The side information
Y T

2i is obtained by motion interpolation of̂X2i−1 andX̂2i+1

according to the algorithm described in [5].

4. WZ decoding subsetXA
2i, as described in Section 2 usingY T

2i

as side information.

5. Spatial side information generation: The spatial side infor-
mationY S

2i is obtained by interpolating pixel values in̂XA
2i in

the pixel locations inB. A simple non-linear, adaptive algo-
rithm is used to this purpose. With respect to Figure 3, the
interpolation algorithm is the following:

(a) Order the pixel values in the neighborhoodN (x, y)
of the current pixel. N (x, y) = {(x − 1, y), (x +
1, y), (x, y − 1), (x, y + 1)}

(b) p(x, y) is set equal to the arithmetic mean of the two
central values in the ordered list.

Experimental results have shown that this scheme allows an
improvement in the range 0.8-1.2 dB with respect to the case
where a simple averaging of the four neighbors is performed.

6. Spatio-temporal side information generation: The spatial side
informationY S

2i is combined with the temporal side informa-
tion Y T

2i on a pixel-by-pixel basis in order to find the best
side information. Ideally, the closest one to the original frame
should be taken as the final side information, i.e.

Y ST∗
2i (x, y) = arg min

j=S,T
|X2i(x, y)− Y j

2i(x, y)|2 (2)

In practice, the decoder does not have access toX2i. There-
fore we need to inferj = S, T for each(x, y) in the setB
from the available information, i.e.̂X2i−1, X̂2i+1 andX̂A

2i.
For each pixel(x, y) in B:

(a) Compute the difference betweenY T
2i andX̂A

2i as an es-
timate of the temporal correlation noise.

e(x, y) =
X

(m,n)∈A∩N (x,y)

|Y T
2i (m, n)− X̂A

2i(m, n)|2

(3)

(b) Generate the side informationY ST
2i (x, y):

If e(x, y) < ε, Y ST
2i (x, y) = Y T

2i (x, y),

elseY ST
2i (x, y) = Y S

2i(x, y) (4)

whereε is a properly defined constant (we setε = 128 in
our simulations) The idea is that temporal correlation is not
spatially stationary, but its statistics slowly vary across space.
Therefore we can use the observed temporal correlation for
neighboring pixels as an estimate of the actual temporal cor-
relation for the current pixel. When the estimated correlation
is high, i.e.e(x, y) < ε, the temporal side informationY T

2i is
used. Otherwise, the spatial side informationY S

2i is used.
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Fig. 2. Block diagram of the proposed coding algorithm.

7. WZ decoding subsetXB
2i, as described in Section 2 using

Y ST
2i as side information.
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Fig. 3. Pixel neighborhood used for interpolation.

4. EXPERIMENTAL RESULTS

We carried out several experiments in order to showcase the promise
of the proposed algorithm. First, we tested the quality of the side
information that is used in the Wyner-Ziv decoding according to the
coding architecture described in Section 2. The performance of the
turbo decoding process heavily depends on the quality of the side
information. Intuitively, a higher number of parity bits will be re-
quested by the decoder when the correlation is weak, as more errors
need to be corrected.

Table 1 indicates the quality of the side information measured
in terms of PSNR (dB). In this experiment, both spatial and tem-
poral interpolation is performed using original (not quantized) pixel
values. A number of interesting conclusions can be drawn:

• The quality of the temporal side informationY T
2i is always

better than the spatial side informationY S
2i .

Y T
2i Y S

2i Y ST∗
2i Y ST

2i

Foreman 32.2 30.7 36.3 33.0
Coastguard 34.2 28.8 36.5 34.2
Mother&Daughter 38.1 35.7 40.6 38.3
News 33.0 28.0 38.2 34.5
Hall Monitor 36.7 30.1 39.3 36.8

Table 1. Comparison between the different types of side information
used

• The proposed algorithm used to compute the spatio-temporal
side informationY ST

2i tends to improve the quality of the
side informationY T

2i . Nevertheless, the gain is sequence de-
pendent. In sequences characterized by simple motion, i.e.
Coastguard, Mother&DaughterandHall Monitor, the gain
is small (up to 0.2dB on average). When the complexity of
the motion increases, temporal correlation usually decreases,
thus spatial redundancy can be exploited. This justifies the
gain of +0.8, +1.5 forForemanandNews.

• The estimateY ST
2i provided by the proposed algorithm is still

far from the best side information that can be ideally com-
puted by equation (2), denoted byY ST∗

2i . The gap is pretty
large for all sequences (up to 3.7dB forNews), thus suggest-
ing that more work can be done in this area by improving the
criteria employed to switch between spatial and temporal side
information.

Figure 4 shows the rate-distortion curves obtained integrating
the proposed algorithm into the Wyner-Ziv video coding architec-
ture. We notice that the improvements in the side information quality
lead to a coding gain that depends on the sequence. The gain is up to
+0.9dB forNews, +0.6dB forForeman, +0.6dB forMother&Daughter
(all at QCIF resolution, 30fps) when the spatio-temporal side infor-
mation is used instead of only temporal side information. The gain
is proportional to the improvement in the quality of the side infor-
mation reported in Table 1. We recall that only half of the decoded
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Fig. 4. Rate-distortions curves for the proposed codec.

pixels actually takes advantage of the proposed scheme, because the
first half is encoded and decoded using only the temporal side infor-
mation.

We have also carried out experiments with sequences at 15fps.
In this case, inter-frame temporal correlation tends to be weaker and
we expect larger gains from exploiting spatial redundancy. In fact,
the gain is as large as +1.1dB forForemanand +1.8dB forNews
(see Figure 4) with respect to the case that uses only the temporal
side informationY T

2i . Nevertheless, in this case the overall coding
efficiency is decreased, and the coding gain over H.263+ intra is
smaller.

In Figure 4 we also show the rate-distortion curve for a Transform-
Domain Wyner-Ziv (TDWZ) codec [6][8]. The TDWZ codec almost
always outperforms PDWZ codec, also when the spatio-temporal
side information is used. Nevertheless, without adding complexity at
the encoder, enhancing the side information with spatial data allows
to partially bridge the gap between PDWZ and TDWZ.

5. CONCLUSIONS

This paper proposes a novel pixel domain algorithm to improve the
quality of the side information in a Wyner-Ziv coding architecture.
The algorithm leverages both spatial and temporal information. On-
going research activities are currently focused on a generalization
of the proposed algorithm, using more than two subsets, as well as
evaluating the impact of this approach when the temporal distance
between successive key frames is greater than two.
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