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Abstract

The value of information often depends on how easy it can be found, retrieved, accessed, filtered and managed. An incommensurable amount of audiovisual information is becoming available in digital form, in digital archives, on the World Wide Web, in broadcast datastreams and in personal and professional databases, and this amount is only growing. In spite of the fact that users have increasing access to these resources, identifying and managing them efficiently is becoming more difficult, because of the growing volume. The question of identifying content is not just restricted to database retrieval applications such as digital libraries, but extends to areas like broadcast channel selection, multimedia editing, and multimedia directory services. 

In 1996 MPEG has recognised the need to identify multimedia content, and started the work item formally called “Multimedia Content Description Interface”, better known as MPEG-7. The new MPEG-7 standard will provide a rich set of standardised tools to describe multimedia content. The people active in defining MPEG‑7 represent broadcasters, equipment and chip manufacturers, digital content creators and managers, telecommunication service providers, publishers and intellectual property rights managers, as well as university researchers. Both human users and automatic systems that process audiovisual information are within the scope of MPEG-7. 

This paper will present an overview of the MPEG-7 standardisation project. The paper concentrates on the motivations and objectives behind MPEG-7, giving some applications, outlining the process and work plan. It will also explain the relation with the other MPEG standards, notably MPEG-4.

1. Introduction: Context and Motivation of MPEG-7

MPEG, the Moving Picture Experts Group, has set the successful MPEG-1 and MPEG-2 [1] standards in 1992 and 1995, respectively. These standards have enabled the production of widely adopted commercial products, such as CD-interactive, digital audio broadcasting, digital television and many video-on-demand trials. MPEG-4 [2], [3], [4] is the first real multimedia representation standard, allowing interactivity and the integration of natural and synthetic material, coded in the form of objects. MPEG-4 models audiovisual data as a composition of these objects. Version 1 of MPEG-4 was finalised at the end of 1998. Version 2, to come one year after Version 1, will complement Version 2 by adding new tools to address more functionalities.

The very success of digital multimedia standards, such as the MPEG ones, contributed to a new, sizeable problem. More and more information is made available in digital form, in databases, on-line, as real-time data, etc, and this amount will only increase. On the one hand, this means that much more information is potentially available than in the analog era. On the other hand, however, finding, selecting and filtering —in short identifying and consuming — the right information will only become harder with so much information at one’s fingertips. Examples are searching in multimedia databases or among live feeds available in the ether and on the Internet. But the problem is not confined to ‘human end users’. Also, more and more automated systems operate on (digital) audiovisual data, trying to extract or manipulate information for some specific purpose. Examples are a surveillance system monitoring a highway, or an intelligent web server supplying content to a wide range of access devices and networks. Both the human end users and the automated systems need information about the content, in order to be able to take decisions with respect to that content. This information is not normally readily present in the encoded representation of the content. Either it is absent at all (for instance information about recording time and place) or, when it is available, it may require time and computationally expensive decoding and processing of the digital data (for instance, in a ‘low-level’ search for sports material, to detect whether a dominant green colour is present.)

MPEG recognised the problem of multimedia content identification in July 1996, and defined a new work item called ‘Multimedia Content Description Interface’ [5]. This ‘interface’ will standardise a way to express ‘descriptions’ for multimedia content. The time for such a standard is ripe, as can be seen from the fact that there are many conferences, workshops and symposia devoted to subjects like identification, extraction, multimedia database management, etc. Also, several products for applications that MPEG-7 targets are becoming available in the market at the moment. The large number of papers and journals—including special issues like this one— adds to the proof that the standard is timely, and that technology exists to be standardised. A large part of the standardisation effort will in fact be picking the best from the existing solutions, filling some holes, and providing an overall, integrating framework.

MPEG-7 is rather different from the other MPEG standards, because it does not define a way to represent data with the objective to reconstruct that data as faithfully as possible, like MPEG-1, -2 and -4 did. MPEG-7 is better characterised as the “bits about the bits”, “data about the data” or “content about the content”. Therefore, also a different number was chosen than the sequentially logical 5 or the binary attractive 8: MPEG-7. (Note that MPEG-3 was once intended for High Definition television, but the work on HDTV was merged with MPEG-2, and MPEG-3 was dropped as a work item. The now popular ‘MP3’ format is in fact MPEG-1/2 Audio Layer III.)

It is the goal of this paper to familiarise the reader with the motivations and objectives of the MPEG-7 standard. We will only describe the architecture in a global sense. Please see the other papers in this special issue for details about the technology that was selected as the starting point after the evaluation of the MPEG-7 Proposals in February 1999.

This paper is largely based on the main documents that drive the development of MPEG-7: the MPEG-7 Context, Objectives and Technical Roadmap [5] and the MPEG-7 Requirements Document [6]. The authors of this paper are editors of these documents, and have contributed major parts to both. 

2. Objectives of the MPEG-7 Standard

The objective of MPEG-7 is to set a standard for the description of multimedia material. According to the MPEG-7 Context, Objectives and Technical Roadmap Document [5], this includes at least speech, audio, video, still pictures and 3D models. It also includes information on how these elements are combined in a multimedia ‘scene’, ‘presentation’ or ‘document’. (These are different terms that describe roughly the same concept in different scientific communities). MPEG‑7 will define a number of elements: Descriptors, Description Schemes, a Description Definition Language (DDL) and Coding Schemes for the descriptions. These are the normative elements of MPEG-7: the parts that need to be specified to ensure the interoperability between MPEG-7 enabled systems. Before defining these elements, we will first address the definitions of the key concepts of ‘data’ and ‘feature’. These definitions are taken from the MPEG-7 Requirements Document [6]. 

Data - Data is audio-visual information that will be described using MPEG-7, regardless of storage, coding, display, transmission medium, or technology.  Examples are an MPEG-4 stream, a video tape, a CD containing music, sound or speech, a picture printed on paper, and an interactive multimedia installation on the Web.
Feature - A Feature is a distinctive characteristic of the data, which signifies something to somebody. Some examples are: colour of an image, pitch of a speech segment, rhythm of an audio segment, camera motion in a video, style of a video, the title of a movie, the actors in a movie etc.

Descriptor (D) - A Descriptor (D) is a representation of a Feature. A Descriptor defines the syntax and the semantics of the Feature representation. Possible descriptors are: the colour histogram, the average of the frequency components, the motion field, the text of the title, etc.

Descriptor Value - A Descriptor Value is an instantiation of a Descriptor for a given data set  (or subset thereof). 

Description Scheme (DS)  - A Description Scheme (DS) specifies the structure and semantics of the relationships between its components, which may be both Descriptors and Description Schemes. Examples are a movie, temporally structured as scenes and shots, including some textual descriptors at the scene level, and colour, motion and some audio descriptors at the shot level. 
Description - A Description consists of a DS (structure) and the set of Descriptor Values (instantiations) that describe the Data.

Coded Description - A Coded Description is a Description that has been encoded to fulfil relevant requirements such as compression efficiency, error resilience, random access, etc.

Description Definition Language (DDL) - The DDL is a language that allows the creation of new Description Schemes and, possibly, Descriptors. It also allows the extension and modification of existing Description Schemes.

The last definition reflects an ongoing discussion within MPEG, about whether the DDL should also be capable of expressing new —i.e., non-standardised— descriptors (The ‘D’ in the dotted ellipse in Figure 1, which gives a graphical overview of the MPEG-7 normative elements and their relation). The advantage would be that users could then deploy their own descriptors in an MPEG-7 environment, in a standardised way. The disadvantage is that it will probably require executable code to be included in the DDL, to be run on a virtual machine, which could be hard to control on large databases. For the moment, MPEG has set clear priorities, which do not include this functionality. The issue may be revisited at a later stage, when MPEG-7 is better defined and the requirements for this functionality are better understood. 

Whether it is really necessary to standardise Descriptors and Description Schemes constitutes another fundamental discussion in MPEG. Some experts have argued that only standardising the Description Definition Language would suffice. There are a number of reasons why this path is not followed. First and foremost there is the efficiency of the descriptions and the complexity of the decoders. If MPEG-7 only standardises the DDL, it will be necessary, to make available at the decoder, at every session, the complete definition of the descriptions schemes as well as descriptors that are used. This is highly inefficient, certainly when complex descriptors are involved because (as we noted in the previous paragraph) executable code will need to be part of these definitions. Moreover it precludes the deployment of simple MPEG-7 decoders that only use some pre-defined and widely used descriptors, for example for an Electronic Programme Guide. In push applications, the complete definitions would even have to be repeated in some sort of carousel, making it even more inefficient. As efficiency and complexity are very important issues and as push applications are clearly within MPEG-7’s scope, pre-defined descriptors with standardised syntax and semantics are a hard requirement in MPEG-7. For the same reasons, a set of widely used Description Schemes will be standardised as well. 
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Figure 1 - Elements of the MPEG-7 Standard

A number of examples of descriptors were already given. Colour and pitch are examples of so-called ‘low-level features’, that can be fully automatically extracted. Other examples are shape, rhythm, and trajectories of objects. MPEG-7 will also address higher-level features that can be used for high level/semantic descriptions, closer related to the meaning of the material for a human observer (e.g. to describe a scene and the objects in it ‘scene with duck in water, setting sun in background’). High-level descriptors are typically instantiated manually or semi-automatically.

Next to describing the content itself, other descriptors may address important data like the form in which content is available (e.g. ‘MPEG-1’), access conditions (e.g. price), classification (e.g. genre), links to other relevant material and the context of a recording (e.g. ‘1996 Olympics’). Some scientific communities refer to these description elements, typically not directly extractable from the content itself, as metadata. Naturally, textual annotations will be a very important tool to describe actors’ names, film titles, places, etc.

Extraction of features and subsequently generating the descriptions will often be automatic, notably for low level descriptors. In other cases, human assistance may be required, for instance when denoting objects, after which they can be tracked semi-automatically. The area of object segmentation is one in which much research is still spent and progress is made [7]. Still other descriptors will be completely human-entered, such as a textual description of the context. A combination of human and machine interpretation of content will probably be the dominant mode of operation for quite some time to come, but it is clear that improvements in automatic extraction will keep increasing the value of the MPEG-7 standard.

It is important to note that it is not within MPEG-7’s scope to define the ontologies, basically the domain semantics, for specific applications areas. According to the MPEG-7 Requirements Document, there will, however, be the possibility to link MPEG-7 descriptions to ontologies defined by well recognised bodies in the relevant application domain, e.g. medical, geographic, etc. This will allow the integration of low-level descriptors (associated to colour, shape, pitch, etc) and high level annotations. It will also enable systems to be built that make this link automatically, which is a very powerful feature of the standard. In fact, this integration is closely related to one of the main challenges in standardising MPEG-7, namely bringing together different communities with different backgrounds, vocabularies and approaches. While MPEG has built, in ten years’ time, a very strong background in video and audio processing, many people working on MPEG-7 are drawn from other scientific areas such as database, metadata, image understanding and natural language research groups, bringing indispensable knowledge and expertise. We believe that it is the combination of these communities and their respective approaches that will lay a very strong foundation for the MPEG-7 standard. 

MPEG-7 addresses, in principle, many applications and many types of usage. The standard will address real-time and non real-time applications, interactive as well as unidirectional (broadcast), and on-line as well as off-line usage. In this context, a ‘real-time environment’ means that information is associated with the content while it is being captured. Note that these dimensions are not completely orthogonal. MPEG-7 descriptions will support query modalities such as ‘text-based only’, ‘subject navigation’, ‘interactive browsing’, ‘visual navigation and summarisation’, ‘search by example’ (e.g. ‘query by humming a melody’), as well as using features and sketches (see e.g. [8]). Which modality to use depends on the task at hand and the application environment.

We have said that MPEG-7 will define a way to represent ‘a description’ for multimedia data, but it is more precise to talk about the plural: descriptions. The definitive description of a piece of multimedia material does not exist. Firstly, more than one descriptor may exist to represent the same feature, fulfilling different requirements. (Take again the colour example: average RGB is a possibility, but a colour histogram is useful too.) Secondly, and more important in this context, the exact description depends very much on the application and the user. MPEG-7 will not define what description is ‘right’ for a certain body of content, but will only give the tools to represent such a description. In this sense, MPEG-7 follows the policy adopted for previous MPEG standards: the analysis engine and the ‘encoder’ (creating descriptions from the extracted features) will not be standardised. An analogy exists with MPEG-4, which can represent arbitrary-shaped video objects. No method of extracting shapes (and thus the video objects) is normatively prescribed by the standard and even the process to encode the obtained shape is not fixed. MPEG-4 only specifies the syntax and semantics to represent a shape and defines how that representation should be decoded—regardless of how it was obtained. The same applies to the systems that make use of the MPEG-7 descriptions, such as search engines and filters, which reside on the other end of a possible ‘MPEG-7 processing chain’. These will not be standardised either; see Figure 2 below. The analogy here would be with applications using MPEG-4 decoded bitstreams; also these are not standardised.
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Figure 2 - Scope of the MPEG-7 standard using a simplified processing chain

Apart from the descriptions being application dependent, there is another important reason for not standardising the analysis process or systems as well as the identification engine: it simply is not needed for the interoperability of MPEG-7 enabled systems. A guiding principle in MPEG is that only the minimum should be standardised, exactly what is needed for interoperability, and nothing more [9]. The fact that the analysis and identification engines are non-normative in MPEG-7 does not mean they are less important, on the contrary: it means that industry can offer compliant yet competing products.  As a consequence, competition will enhance the quality and functionality of MPEG-7 products and the technological developments will continue even after the standard has been fixed. And indeed, major improvements in MPEG-2 encoders can still be seen, allowing an increasing number of TV programs to be included in one broadcast multiplex, while keeping the quality at an acceptable level.

 The reader who is familiar with MPEG-4’s object-based architecture will have noted that MPEG-4 objects are good candidates for attaching MPEG-7 descriptions. As a matter of fact, MPEG-4 already natively includes the possibility to have MPEG-7 descriptions as ‘elementary stream types’ in an MPEG-4 system. MPEG-7 descriptions are, however, not limited to MPEG-4 content—quite the contrary is true. MPEG-7 can just as well be used to describe MPEG-2 data, MPEG-1 data, data encoded in other formats, or even uncoded, analog data. Of course descriptions can be very powerful and fine-grained if it is possible to refer to precise entities in the data, and so MPEG-4 representations and MPEG-7 descriptions are natural companions. MPEG-7 will, however, have the possibility to denote spatio-temporal entities in non-MPEG-4 content as well. . 

In comparison with other available or emerging solutions for multimedia description, MPEG-7 can be characterised by: 

i) its genericity: the capability to describe content from many application environments; 

ii) its object-based data model: it is capable of independently describing individual objects within a scene, (be it MPEG-4 or any other content); 

iii) the integration of low-level and high-level features/descriptors into a single architecture, allowing to combine the power of both types of descriptors; and 

iv) its extensibility, provided by the Description Definition Language which allows MPEG-7 to keep growing, to be extended to new application areas, to answer to newly emerging needs and to integrate novel description tools. 

3. Applications Enabled by the MPEG-7 Standard

Many applications, services and domains will benefit from the MPEG-7 standard. One of the first efforts in the development of the standard was collecting requirements from an application point of view. As we noted above, MPEG-7 will not be created for a specific application; rather, it should enable many applications. It has helped the requirements process to make the distinction between ‘push’ and ‘pull’ applications, although it is appreciated that many more relevant dimensions exist. The MPEG-7 Applications Document is organised according to this distinction [11]. Pull roughly refers to interactive queries, while push denotes the situation in which information is available in streamed form, such as in a broadcast. 

Currently, the MPEG-7 Applications Document [10] distinguishes between these push and pull applications and another category, the so-called ‘specialised professional and control applications’, such as biomedics and remote sensing. Some examples of applications used in collecting these requirements are found in the list below. The majority of examples is taken from [5] and [6]:

· Digital libraries (many examples fall under this category; it includes video libraries, image catalogues, musical dictionaries, future home multimedia databases, etc.)

· Multimedia directory services (e.g. yellow pages)

· Broadcast media selection (including radio channel, TV channel, Internet broadcast search and selection)

· Multimedia editing (e.g. personalised electronic news service, media authoring)

· Universal access to multimedia content (e.g. allowing content to scale to access conditions and devices in an intelligent way)

· Automated processing of multimedia information (e.g. automated analysis of the output from a surveillance camera, where this output has already been segmented and MPEG-7 descriptions of the objects have been generated)

The potential applications are spread over the following application domains:

· Film, video and radio archives 

· Professional editing, journalism (e.g. searching speeches of a certain politician using his name, his voice or his face; real-time mark-up of incoming programs)

· Education, cultural services (e.g. history museums, art galleries, etc.)

· Tourist information

· Entertainment (e.g. searching a game, karaoke)

· Investigation services (e.g. human characteristics recognition, forensics)

· Computer Vision and Information Systems

· Geographical information systems, remote sensing (e.g. cartography, ecology, natural resources management, etc.), surveillance (e.g. traffic control, surface transportation, non-destructive testing in hostile environments, etc.)

· Bio-medical applications

· Shopping (e.g. searching for clothing, fashion)

· Architecture, real estate, and interior design

· Social (e.g. dating services)

These lists are not exhaustive, but they are considered to provide a set of representative requirements for the standard, so that also other applications are enabled. New applications keep being added to the list as the work continues. An example of an application that has recently been given much attention is that of ‘universal access’ to multimedia content listed above.  

4. Standardisation Process and Schedule

Like previous MPEG standards, and many other ISO standards, MPEG-7 is developed in a number of phases. In the first phase, the emphasis was on collecting requirements resulting from the functionalities identified for the relevant applications. Although the work on requirements continues as the understanding of the problem grows, a major milestone in that process was the issuing of a Call for Proposals [11] together with a Proposal Package Description [12], that detailed what a submitted MPEG-7 proposal should look like. This happened during the Atlantic City MPEG meeting in October ’98. All potential contributors were asked to submit relevant technology to MPEG and to explain how this technology met the requirements. Then, in February ’99, the proposals were received and evaluated by experts [13]. In total, 392 different proposals were received and evaluated, submitted by 97 companies, institutions and consortia. 132 Experts took part in the evaluation, which marked the end of the competitive phase and the start of collaboration in which technology is collectively developed by the MPEG experts. The result of the evaluation was a large set of detailed recommendations to MPEG [14]. The recommendations suggested which of the proposals to use as a basis for the standard. Often, multiple proposals were suggested, with the advice to combine their strengths into one building block for the standard. In other cases, the recommendation was to take a number of proposals and to compare them in so-called Core Experiments. All the other papers of this Special Issue present technology that was evaluated as being relevant or promising. 

Building MPEG-7 started in March 1999, during the MPEG meeting in Seoul, taking the best proposals and trying to improve on them by performing ‘Core Experiments’ (CEs) [16], [17]. A Core Experiment is an experiment run in a controlled environment, the ‘eXperimentation Model’ (XM). The core experiments process defines how multiple, independent, directly comparable experiments should be performed to determine whether or not a proposed tool has merit. Upon a positive outcome of such an experiment, a proposed tool may either be added to the XM (when it provides new functionality), or replace a tool already present (if it provides existing functionality in a better way). The MPEG-7 eXperimentation Model is a complete environment in which an experiment performed by multiple, independent parties will produce essentially identical results. The XM enables comparing different tools by checking their relative performance, as well as improving the performance of selected tools, e.g. by trying different options and configurations. MPEG participants have an implementation of the XM running in their labs, so that everyone can conduct the experiments that are defined at the MPEG meetings. The meetings themselves are used to discuss the results of the experiments, to decide —based on the results— which of the proposed pieces of technology are accepted in the standard, and to define new experiments. This phase is called ‘collaboration’. The strong point of this process is that first the best submissions are chosen, and subsequently experts start working together to make them even better. Participants in this process are diverse. They come from all over the world, representing industrial interests (manufacturers of equipment and software, digital content creators and managers, broadcasters, telecommunication service providers, publishers and intellectual property rights managers) as well as many universities and research laboratories. 

The schedule for the different phases in the MPEG-7 development process is as follows:

Call for proposals 
October 1998

Evaluation of proposals
February 1999

First version of MPEG-7 eXperimentation Model
March 1999

Working Draft stage (WD)
December 1999

Committee Draft stage (CD)
October 2000

Final Committee Draft stage (FCD)
March 2001

Final Draft International Standard stage (FDIS)
July 2001

International Standard (IS)
September 2001

The Working Draft is a very early draft of the standard, which progresses through a number of versions to the stage of Committee Draft (CD). From CD stage onward, National (Standardisation) Bodies will vote on the text of the Draft. The vote on the Committee Draft and the Final Committee Draft is usually accompanied by many comments. These comments are considered by the experts, and the result of this consideration is a new draft standard that goes to the next stage, Final Committee Draft (FCD) and Final Draft International Standard (FDIS), respectively. When the standard reaches the FDIS status, the vote can only be ‘yes’ or ‘no’. Comments are not allowed at this point in the process, as no changes can be introduced when going from FDIS to the status of International Standard (IS). MPEG has always kept its schedules, which are regarded as a promise to and an agreement with MPEG’s (industrial) customers.

5. Conclusions

MPEG-7 will set a standard for describing multimedia content, in such a way that it can be managed, searched, filtered and identified in a quick and efficient way. The MPEG-7 standard will not address one application area in particular, but rather supports a wide range of applications. This implies that there can be several descriptions for a single piece of multimedia content, all valid for a particular application or user. Many applications in existence today would already benefit from such a standard description of content, but also new applications will be enabled, notably as image understanding and automated description extraction technologies improve. Combining the experience of several communities, such as the database, signal processing, natural languages, image and audio understanding, etc, will lend MPEG-7 the power to become a widely usable standard, across many applications and in many environments.

To allow the necessary interworking in combination with the freedom of building competitive products, MPEG-7 will only specify the description tools themselves. The normative elements of the standard are Descriptors, Description Schemes, the Description Definition Language and Coding Tools for the descriptions. Both the production and the consumption of MPEG-7 descriptions are outside the scope of the standard. 

It seems that MPEG, after being a major responsible for the digital multimedia “chaos”—by setting successful coding standards which allow the easy creation and spreading of digital multimedia content—will now create a framework to help establishing some order again, easing the identification, management and consumption of this content. The standard will be ready in 2001, but already at the end of the year 2000 a very stable version will be available. 
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