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1. Introduction

An incommensurable amount of multimedia information is available today: in digital archives, on the World Wide Web, in broadcast data streams and in personal and professional databases, and this amount is only growing. The value of information heavily depends on how easily it can be managed, found, retrieved, accessed, filtered, etc. 

The recently completed ISO/IEC International Standard 15938, formally called “Multimedia Content Description Interface” but better known as MPEG-7 provides a rich set of tools to completely describe multimedia content, not only from a content management viewpoint (classical archival information), but also including an innovative description of the content in the media, which can be extracted via content analysis and processing. MPEG-7 is not aimed at any one application in particular; rather, the elements that MPEG-7 standardizes support as broad a range of applications as possible. This is one of the key differences between MPEG-7 and other metadata standards: MPEG-7 aims to be generic and not targeted to a specific application or application domain. 

This article provides a comprehensive overview of the motivation, objectives, scope and components of MPEG-7 for which the final text was approved in July 2001. In the article to be published in this section in the next issue, a detailed description of the tools is provided.

2. Context

The transition between two millennia abounds with new ways to produce, offer, filter, search, and manage digitized multimedia information. Broadband is being offered with increasing audio and video quality, using ever-improving access speeds on a variety of networks, both fixed and mobile.  The trend is clear: users have begun to be confronted with such a large number of content sources. Wading through these sources, and finding what you need and what you like in the vast content sea is becoming a daunting task. On the other end of the usage spectrum, the task at hand is becoming equally challenging: content providers have a great variety of (digital and analog) sources close at hand, but the effort to find the right piece of content increases with the amount available. The question of identifying and managing content is not just restricted to database retrieval applications such as digital libraries, but extends to areas like broadcast channel selection, multimedia editing, surveillance and home entertainment devices.

The MPEG-7 project was initiated in 1996 to address this very content management challenge. It is now ready in its first version, and work on backward compatible extensions is ongoing to include new description tools and new functionalities.

MPEG-7 has been developed by the Moving Picture Experts Group (MPEG), the ISO committee that also developed the successful standards known as MPEG-1 (1992), MPEG-2 (1995) and MPEG-4 (version 1 in 1998, and version 2 in 1999). The MPEG-1 and MPEG-2 standards have enabled the production of widely adopted commercial products, such as CD-I, DVD, digital audio broadcasting (DAB), and digital television. MPEG-4 is the first real multimedia representation standard, allowing interactivity and a combination of natural and synthetic material, coded in the form of objects (it models multimedia data as a composition of these objects). MPEG-4 provides the standardized technological elements enabling the integration of the production, distribution and content access paradigms in the fields of interactive multimedia, mobile multimedia, interactive graphics and enhanced digital television.

3. Objectives and Scope

The different parts of the MPEG-7 Standard (see Section 5) collectively and individually offer a comprehensive set of multimedia description tools to create so-called ‘Descriptions’, which can be used by applications that enable quality access to content. This implies good storage solutions, high-performance content identification, and fast, ergonomic, accurate and personalized filtering, searching and retrieval. MPEG-7 does not address any single application in particular, but rather gives a generic framework that can support a wide variety of different applications. Ideally, it facilitates exchange and reuse of multimedia content across different application domains.

While multimedia information is traditionally ‘consumed’ directly by the human being (who for instance watches a TV show or listens to some music), in an increasing number of cases the multimedia information is created, exchanged, retrieved, and re-used by computational systems. This may be the case for such scenarios as image understanding (surveillance, intelligent vision, smart cameras, etc.) and media conversion (speech to text, picture to speech, speech to picture, etc.). Other scenarios are information retrieval (quickly and efficiently searching for various types of multimedia documents of interest to a user) and filtering among multiple streams of multimedia content using content descriptions (e.g., to automatically select and record a TV program in a hard disk-based personal video recorder). Another example is an image sensor that triggers an alarm when a certain visual event happens. Automatic transcoding may be performed from a string of characters to audible information or a search may be performed in a stream of audio or video data. 

Multimedia sources will play an increasingly pervasive role in our lives, and is a growing need to have these sources processed further. This makes it necessary to develop standardized forms of multimedia information representation that go beyond those aimed at presentation, such as analog waveforms (e.g., PAL, NTSC), digital samples (e.g., A-law or ( -law PCM audio), frame-based compressed (e.g., MPEG-1, MPEG-2) or even object-based compressed (e.g., MPEG-4) representations. These representation schemes have evolved to provide better ways for transmitting, storing and retrieving multimedia information, ultimately for human consumption. New forms of representation, that allow some degree of interpretation of the information’s meaning, are necessary. These forms can be passed onto, or accessed by, a device or a computer code. In the examples given above an image sensor may produce visual data not in the form of pixels values, but in the form of objects with associated physical measures and time information. These could then be stored and processed to verify if certain programmed conditions are met. A video recording device could receive descriptions of the multimedia information associated to a program that would enable it to record, for example, only news with the exclusion of sport. Products from a company could be described in such a way that a machine could respond to unstructured queries from customers making inquiries. 

. Early in the MPEG-7 requirements gathering process [6], a number of applications were collected and studied to extract requirements for the standard. MPEG-7 addresses applications that can be stored (on-line or off-line) or streamed (e.g., broadcast, push models on the Internet), and can operate in both real-time and non real-time environments. A ‘real-time environment’ in this context means that the description is generated while the content is being captured. Examples of applications that have been considered include [2]: digital multimedia libraries, broadcast media selection, multimedia editing, home entertainment devices, searching multimedia content, for instance on the Web, managing (large) content archives, opening up archives to the public, semi-automatic multimedia presentation and editing, etc. 

Because the descriptive features must be meaningful in all of these applications, one will choose different features for different application domains and different usage contexts. This is an important point: there is no single ‘right’ description of a given body of content; rather there are many different possible descriptions, all equally ‘valid’. The same content can be described using different types of features, depending on usage. Also, the features can be described in different configurations – how these configurations work exactly, is explained below. MPEG-7 distinguishes itself from other relevant (metadata) standards in its support for a wide range of abstraction levels, from low-level signal characteristics to high-level semantic information. To take the example of visual material, a lower abstraction level would be a description of shape, size, texture, color, movement (trajectory) and position of a video object; and for audio, key, mood, tempo, tempo changes, position in sound space. The highest level would give semantic information: ‘This is a scene with a barking brown dog on the left and a blue ball that falls down on the right, with the sound of passing cars in the background’. Intermediate levels of abstraction may also exist; genre classification content ratings are examples

The level of abstraction is related to the way the features can be extracted: most low-level features can be extracted in fully automatic ways, whereas high level features usually need human interaction: supervision and annotation. However, image and sound understanding science keeps advancing, and MPEG-7 can fully support this progress since only the description format is fixed and not the extraction methodologies (see below).
Next to describing features that are inherently present in the content, it is also required to be able to describe other types of information about the multimedia data: form (for example, the coding scheme used or the overall data size), place and time of recording, classification, links to other relevant material, etc.

Figure 1 shows a highly abstract block diagram that gives a possible MPEG‑7 usage environment. In this environment there is a step to generate the Description (‘production’), there is the Description itself and there is a step in which the Description is used (‘consumption’). 

The production of the Description starts with feature extraction (via analysis of the content) or annotation. To fully exploit the possibilities of MPEG-7 descriptions, automatic extraction of features will be extremely useful. It is also clear that automatic extraction is not always possible, however. As was noted above, the higher the level of abstraction, the more difficult automatic extraction is, and interactive tools (for human supervision and annotation) will be of good use. However useful they may be, neither automatic nor semi-automatic feature extraction algorithms are inside the scope of the standard. The main reason is that their standardization is simply not required to allow interoperability. Also, leaving this open means there is room for competition among different providers and thus for innovation. Moreover, not standardizing the analysis phase means the standard can grow with expected technological innovation.

The consumption end of the chain – search engines, filter agents, or any other Description consuming entity – is not specified by the MPEG-7 standard. Again this is not necessary, and here too, competition and innovation will produce the best results. Moreover, it is simply impossible to predict the types of applications that will use MPEG-7 Descriptions.

This means that only ‘the thing in the middle’, the Description format, is standardized: the minimum needed to ensure interoperability among applications, which is the very goal of the standard. 

4. Structure 

Before explaining the structure of the MPEG-7 Standard, this paper first mentions the major MPEG-7 elements. There is a partial mapping of these elements onto the different parts of the standard. These major elements are Descriptors, Description Schemes, a Description Definition Language, and Systems Tools. To explain what these elements mean exactly, the definitions provided in the MPEG-7 Requirements Document are used [6].

‘Data’ is defined as multimedia “information that will be described using MPEG-7, regardless of storage, coding, display, transmission, medium, or technology.” Furthermore, a Feature is defined as ”a distinctive characteristic of the data which signifies something to somebody.” Based on these definitions, the following are the four major MPEG-7 building blocks:

· Descriptors (D): ”a representation of a Feature. A Descriptor defines the syntax and the semantics of the Feature representation.”  

· Description Schemes (DS): “the structure and semantics of the relationships between its components, which may be both Descriptors and Description Schemes
.” 

· Description Definition Language (DDL): ”a language that allows the creation of new Description Schemes and, possibly, Descriptors. It also allows the extension and modification of existing Description Schemes.”

· System tools: tools to support multiplexing of descriptions, synchronization of descriptions with content, delivery mechanisms, coded representations (both textual and binary formats) for efficient storage and transmission and the management and protection of intellectual property in MPEG-7 descriptions.

With these tools, it is possible to build a Description. According to [6], ”a Description consists of a DS (structure) and the set of Descriptor Values (instantiations) that describe the Data”. A Descriptor Value is defined as ”an instantiation of a Descriptor for a given data set  (or subset thereof)”.

The MPEG-7 Standard consists of a number of parts. This was done to allow the various clusters of technology to be used stand-alone, according to MPEG’s toolbox approach of standardization. It also keeps the editing of the standard manageable. The MPEG-7 Standard parts are: 

1. MPEG-7 Systems [8]: specifies the Systems tools that are needed to prepare MPEG-7 Descriptions for efficient transport and storage (through binarization), to allow synchronization between content and descriptions.

2. MPEG-7 Description Definition Language [9]: specifies the DDL.

3. MPEG-7 Visual [10]: specifies the description tools dealing with visual-only descriptions. This includes both Descriptors and Description Schemes.

4. MPEG-7 Audio [11]: specifies the description tools dealing with audio-only descriptions. This includes both Descriptors and Description Schemes.

5. MPEG-7 Multimedia Description Schemes [12]: specifies the Descriptors and Description Schemes for generic features and multimedia descriptions. Includes the Ds and DSs that are not specific to neither Audio nor Video. 

6. MPEG-7 Reference Software [13]: Gives a software implementation of all the parts of the MPEG-7 Standard. The MPEG-7 Reference Software, which is based on the eXperimentation Model (XM –see sidebar “Work Method and Work Plan”-), is normative with respect to the decoding behavior: which means that all conformant implementations should produce the same decoding results as the reference software. This reference software can be used free of copyright for building compliant MPEG-7 implementations. (Note that ‘free of copyright’ is not the same as ‘free of patent rights’.)

7. MPEG-7 Conformance: specifies the guidelines and procedures for testing whether implementations are compliant with the MPEG-7 Standard.

8. MPEG-7 Extraction and Use of Descriptions: provides information on the extraction and use of some of the description tools; notably gives insight into the reference software and alternative approaches.

5. MPEG-7 Descriptions

With the tools in MPEG-7, different types of descriptions can be created: 

· Classical archival-oriented description:

· Information regarding the creation and production processes of the content (e.g., director, title, actors, location, etc.)

· Information related to the usage of the content (e.g., broadcast schedules, copyright pointers, etc.)

· Information on the storage and representation of the content (e.g., storage format, encoding format, etc.)

· Innovative perceptual description of the information that is present in the content itself:

· Information regarding the spatial, temporal or spatio-temporal structure of the content (e.g., scene cuts, segmentation in regions, region motion tracking, etc.)

· Information about low level features in the content (e.g., colors, textures, sound timbres, melody description, etc.)

· Semantic information related to the reality captured by the content (e.g., objects and events, interactions among objects, etc.)

· Additional information for organizing, managing and accessing the content:

· Information about how objects are related and gathered in collections.

· Information to support browsing content in an efficient way (e.g., summaries, variations, transcoding information, etc.)

· Information about the interaction of the user with the content (user preferences, usage history)

While listed separately, in practice these types of descriptions are interrelated and can be combined in a single Description, even in a single Description Scheme. (Remember that a Description is a set of instantiated Description Schemes). MPEG-7 is not only unique in the breadth of the Descriptors that are specified, it also distinguishes itself in its structuring capabilities. It is possible to combine traditional metadata, low-level descriptors and high-level semantic information in a single Description in a structured way, laying explicit links between these types of data.

MPEG-7 descriptions may be physically located with the associated multimedia material, in the same data stream or on the same storage system, but the descriptions could also be located somewhere else. When the content and its descriptions are not co-located, mechanisms that link multimedia material and their MPEG-7 descriptions are needed.

The content data and the query data do not have to be of the same type; for example, visual material may be queried using visual content, music, speech, etc. It is the responsibility of the search engine and filter agent to match the query data to the MPEG-7 description. 

6. MPEG-7 Tools  

Below follows a description of the tools in the different parts of the MPEG-7 Standard.

6.1 MPEG-7 description tools

The Descriptors and Description Schemes together form the set of pre-defined description tools of MPEG-7. They can be grouped in different classes according to their functionality (see Figure 2). Below we will describe each of the classes in Figure 2. 

6.1.1 Basic Elements

The Basic Elements are the generic entities that are used as building blocks by various description tools. They include basic datatypes (e.g., numbers, matrices, vectors, country), links and locators (e.g., time, media locators and referencing tools), and other basic description tools for places, persons, textual annotations, controlled vocabularies, etc.

6.1.2 Schema Tools

The Schema Tools are the tools for wrapping description tools for use by applications and the package tools for organizing related description tools into groups with personalized labels for easing the use by specific applications.

6.1.3 Content Description Tools

Content Description Tools are the tools for the representation of perceptible information, including structural aspects (structure description tools), audio and visual features, and conceptual aspects (semantic description tools).

The Structure description tools allow the description of the content in terms of spatio-temporal segments organized in a hierarchical structure (allowing the definition of a table of contents or an index). Audio, visual, annotation and content management description tools can be attached to the segments to describe them in detail.

MPEG-7 Audio description tools form the ‘Audio description framework’ (including the scale tree for creating scalable series of audio samples, low-level audio descriptors and the silence descriptor) and high-level audio description tools allowing the description of musical instrument timbre, sound recognition, spoken content and melody.

MPEG-7 Visual description tools include the visual basic structures (including description tools for grid layout, time series, spatial coordinates, etc.) and visual description tools allowing the description of color, texture, shape, motion, localization and face recognition.

The Semantic description tools allow the description of the content with real-world semantics and conceptual notions: objects, events, abstract concepts and relationships. The semantic and structure description tools can be cross-linked by a set of links.
6.1.4 Content Management Tools

The Content Management Tools are for the ‘classical’ archival of content, providing information about media features, creation and usage of the multimedia content.

The Media description tools allow the description of the storage media, the coding format, the quality and the transcoding hints for adapting the content to different networks and terminals.

The Creation description tools allow the description of the creation process (e.g., title, agents, materials, places, dates, etc.), classification (e.g., genre, subject, parental rating, languages, etc.) and related materials.

The Usage description tools allow the description of the conditions for use (e.g., rights, availability, etc.) and the history of use (e.g., financial results, audience, etc.).

6.1.5 Content Organization Tools

Content Organization Tools allow the creation and modeling of collections of multimedia content and descriptions. Each collection can be described as a whole by their attribute values characterized by models and statistics.

6.1.6 Navigation and Access Tools

Navigation and Access Tools allow the specification of summaries, partitions and decompositions, and variations of the multimedia content for facilitating browsing and retrieval.

Summaries description tools provide both hierarchical and sequential navigation modes in order to provide efficient preview access to the multimedia material.

Partitions and Decompositions description tools allow multi-resolution and progressive access in time, space and frequency.

Variations description tools allow the description of pre-existing views of the multimedia content: summaries, different media modalities (e.g., image and text), scaled versions, etc. 

6.1.7 User Interaction Tools

User Interaction Tools allow the description of user preferences (for personalized filtering) and usage history pertaining to the consumption of the multimedia content.

6.1.8 Using MPEG-7 description tools

The MPEG-7 description tools are provided as a library of standardized Descriptors and Description Schemes. This library is presented on the basis of the functionality they provide but in practice, they are combined into meaningful sets of description units making use of the Schema Tools. Each application builder may want to select a sub-set of Descriptors and Description Schemes. Currently, the discussion about how to deal with this selection in a normative way is still open within MPEG. The experience gained in Profiling in previous MPEG standards is a key asset in addressing this topic, and the lesson learnt is that it is better to wait with creating normative subsets until there is real implementation experience in the industry. Some applications may need to incorporate specific description tools that are not (yet) in the standard. This can be done using the Description Definition Language, described in the next subsection.

6.2 MPEG-7 Description Definition Language

The Description Definition Language (DDL) is the language that allows the definition of the MPEG-7 description tools (Descriptors and Description Schemes) and also of application specific ones. Although in very early MPEG-7 days the DDL was a markup language fully defined within MPEG, fairly early on it was decided to change course and develop it on top of XML Schema [14]

 REF _Ref521735652 \r \h 
[15]

 REF _Ref521735654 \r \h 
[16]. The DDL adds extensions to XML Schema to address specific MPEG-7 requirements, such as support for vectors, matrices and typed references [6].

The adoption of XML Schema as the basis for the MPEG-7 Description Definition Language and the resulting XML-compliant instances (which constitute descriptions in MPEG-7 textual format – see Figures 3 and 4-) eases interoperability by using a common, generic and powerful representation format, as well as facilitates the adoption of MPEG-7 tools for extending existing XML applications (e.g., NewsML
) with multimedia content description functionalities. 

6.3 MPEG-7 System Tools

MPEG-7 Systems includes the tools that are needed to prepare MPEG-7 Descriptions for efficient transport and storage, to allow synchronization between descriptions among themselves and between content and descriptions, and to support dynamic update and incremental build-up of Descriptions in a receiving terminal. 

The transport, storage and retrieval functionalities are all covered by the generic concept of ‘delivery’. This delivery aspect itself is outside the scope of the standard, as is the case in MPEG-4. Like MPEG-2 and MPEG-4, MPEG-7 uses the concept of Elementary Streams. A delivery layer (which is not defined in MPEG7) provides MPEG-7 elementary streams to the decompression layer. MPEG-7 elementary streams consist of consecutive individually accessible portions of data named Access Units – another concept inherited from MPEG-2 and MPEG-4. Elementary streams contain information of two types: schema information and description information. The decompression layer is in charge of parsing the Access Units, reconstructing the content description, and passing it to the application. 

Descriptions can be represented in textual format, in binary format, or using a mixture of the two, depending on the usage scenario. The textual format is defined with the DDL and the instances are XML files. The binary format (BiM: Binary Format for MPEG-7 data) provides descriptions in an alternative, dual representation. The binary descriptions have a more efficient compression than the textual ones, and provide flexibility for streaming and efficient random search and access to description elements without the need of parsing the complete bitstream. The BiM supports the binary representation of the standardized description tools but not currently the extension to application specific description tools as the DDL does.

7. Relationships to other major standards

As remarked a few times already, MPEG-7 addresses many different applications in many different environments, which means that it needed to provide a flexible and extensible framework for describing multimedia data. Therefore, MPEG-7 does not define a monolithic system for content description but rather a set of methods and tools for different usage contexts. With this in mind, MPEG-7 was designed to take into account relevant work by other leading standards such as the SMPTE Metadata Dictionary, Dublin Core, EBU P/Meta, and TV Anytime. These standardization activities are focused to more or less specific applications or application domains, whilst MPEG-7 tries to be as generic as possible. MPEG-7’s usage of XML Schema as the basis for the DDL, and thus as the basis for textual MPEG-7 Descriptions, also helps interoperability. 

8. Conclusions and future work

MPEG-7 is the standard for describing multimedia content, providing the richest multimedia description tools for content management, organization, navigation and automated processing. The MPEG-7 standard defines a large library of core description tools and a Description Definition Language for those who want to extend the standard. A set of system tools provides the means for deploying the descriptions in specific storage and transport environments. MPEG-7 is a generic standard, and not all the description tools are necessary for all the applications.

MPEG-7 has become ISO/IEC 15398 standard in the Fall of 2001, but future extension work is expected after this date. Possible additions are description tools for the description of synthetic content and interactivity with the content, and linguistic tools, e.g., for describing scripts. 

9. Pointers to further reading 

More information about MPEG-7 can be found at the MPEG home page (http://www.tilab.com/mpeg). Error! Bookmark not defined. MACROBUTTON HtmlResAnchor http://www.tilab.com/mpeg 
These web pages contain links to a wealth of information about MPEG, including much about MPEG-7, many publicly available MPEG documents, several lists of ‘Frequently Asked Questions’ and links to other MPEG-7 web pages. 
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Work Method and Work Plan (sidebar)
The method of development for MPEG-7 is comparable to that of the previous MPEG standards. MPEG work is usually carried out in three stages: definition, competition, and collaboration. In the definition phase, started in 1996 for MPEG-7, the scope, objectives and requirements were defined. In the competitive stage, participants worked on their technology by themselves. The end of this stage was marked by the MPEG-7 Evaluation (February 1999) following an open Call for Proposals (CfP), which called for relevant technology fitting the defined requirements. 

After evaluation against the requirements, promising technology was incorporated in the so-called eXperimentation Model (XM). The XM describes, in text and in software, the operation of description production and consumption. The XM is used to carry out simulations and experiments to optimize the performance of the tools in the draft standard. Next to these normative components (the description and system tools), the XM also comprises some non-normative components, essentially to be able to run some procedural code to create and use the descriptions. XM applications, descriptions and procedural code are divided in two types: the server applications (creating descriptions from content) and the client applications (using descriptions for searching, filtering, etc.).

During the collaborative phase of the standard the goal was building the best possible XM, which is, in essence, a draft of the standard itself. The XM was updated and improved in an iterative fashion. Improvements to the XM are made through Core Experiments (CEs). CEs test the existing tools against new contributions and proposals within the framework of the XM, according to well-defined test conditions and criteria. For crosschecking purposes, multiple independent parties carry out the same core experiment, simultaneously. In October 2000, MPEG-7 reached the Committee Draft (CD) stage. This draft was sent out to ISO member countries to study it and vote. Such a vote is usually accompanied by many comments and suggestions for improvement. MPEG took these suggestions and issued a new draft standard, called Final Committee Draft (FCD), in February 2001. After a similar vote, the Final Draft International Standard (FDIS) was reached in July 2001.At this stage the standard was frozen, and sent out for a final ballot, where ISO members could only cast a yes/no vote, without comments, within two months. Upon approval, the FDIS became International Standard (IS) and was sent to the ISO Central Secretariat for publication.
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Figure 2: MPEG-7 description tools
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<RelatedMaterial>



<MediaLocator>




<MediaUri>http://www.tilab.com/mpeg/</MediaUri>



</MediaLocator>

</RelatedMaterial>

</ContentManagement>

</Mpeg7>

Figure 3. Short description of this article in MPEG-7 textual format

<Mpeg7 xmlns="http://www.mpeg7.org/2001/MPEG-7_Schema" xml:lang="en" type="complete">
<ContentDescription xsi:type="ContentEntityType">

<MultimediaContent xsi:type="ImageType">

<Image>

<MediaLocator>



<MediaUri>

 

http://www.tilab.org/mpeg/mpeg_logo-anim_l.gif
 

</MediaUri>

 
</MediaLocator>

<CreationInformation">

 

<Creation>




<Title xml:lang="en">The animated MPEG Logo</Title>




<Creator>





<Role href="urn:mpeg:mpeg7:cs:RoleCS:AUTHOR">

 




<Name xml:lang="en">Author</Name>

 



</Role>





<Agent xsi:type="OrganizationType">







<Name>MPEG</Name>





</Agent>

 


</Creator>

 

</Creation>

 

<RelatedMaterial>




<MediaLocator>





<MediaUri>http://www.tilab.com/mpeg/</MediaUri>




</MediaLocator>

 

</RelatedMaterial>

 
</CreationInformation>

</Image>

</MultimediaContent>

</ContentDescription>
</Mpeg7>

Figure 4. Short description of the animated MPEG logo (static view in Figure 5) in MPEG-7 textual format
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Figure 5. MPEG Logo






















� EMBED Word.Picture.8  ���





� EMBED Word.Picture.8  ���








� Note that this is a recursive definition


� NewsML: XML for News, International Press and Telecommunications Council (IPTC), � HYPERLINK http://www.iptc.org ��http://www.iptc.org�
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