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Abstract


This paper analyzes the problem of video coding rate control fostered by the object-based video coding architecture adopted by MPEG-4, notably by highlighting the new dimensions and strategies of rate control associated to the semantic dimension of the coded data. Additionally, results of applying some of these new rate control strategies to the encoding of video material, compliant with the MPEG-4 Visual Simple Profile, are presented.


Introduction


Traditionally, video coding algorithms aimed at reducing the number of bits necessary to represent a given video sequence, by exploiting the temporal as well as the spatial redundancy and by introducing some degradation in a controlled way in the input data. Thus, compression has been, and still will be in the future, one of the main functionalities of image and video coding. This functionality is currently supported in the available video coding standards, like H.261, H.263, MPEG-1, and MPEG-2 by using hybrid coding schemes, which mainly consist in the application of transform coding on the motion compensated prediction error, followed by entropy coding (variable length coding or arithmetic coding) �symbol 45 \f "Symbol" \s 10�-� the so-called “winning cocktail”.


With the widespread of multimedia services and applications, new functionalities, such as content-based audio-visual access and the integration of natural and synthetic content, are requested by the users and content providers, calling for new audio-visual representation methods, notably supporting content-based access and manipulation of visual objects [�ref mpeg4_reqs \n �1�]. In this context MPEG-4 emerged as the first international audio-visual representation standard relying on the concept of audio-visual scenes composed by objects, providing standardized ways to [�ref mpeg4_overview \n �2�]: 


Represent audio, visual, and audio-visual objects of both natural and synthetic origin;


Represent the composition of audio-visual scenes resulting from the combination of these media objects;


Multiplex and synchronize the data associated with these media objects to enable transmission over network channels providing a QoS appropriate for the nature of the specific media objects;


Interact (and hyperlink) with the audio-visual content presented at the receiver’s end.


This new audio-visual object-based coding architecture allows the user to access semantically meaningful objects in a scene, and to interact more “naturally” with the scene content, clearly representing a step forward in terms of video coding. The strength of this approach is more evident if a comparison with the traditional frame-based video coding approach is made. There, the “real world” is represented by a set of rectangular temporally correlated frames, being the frame the smallest unit that can be independently accessed and manipulated by the user.


Object-Based Video Coding Rate Control


Generically, the major objectives of a rate control mechanism, whatever the coding architecture, can be summarized as: 


Regulate the output data rate of the video encoder according to the channel and delay/buffer constraints;


Maximize the subjective impact of the decoded video.


In a frame-based video coding framework, the input data is basically organized as a sequence of rectangular matrices of luminance and chrominance samples, with a certain spatial resolution at a certain temporal rate and each sample is represented with a certain accuracy, typically using 8 bits precision �symbol 45 \f "Symbol" \s 10�-� texture data. These three characteristics are the basic dimensions of frame-based rate control. Thus, frame-based rate control strategies are designed within the boundaries provided by these rate control dimensions, aiming at maximizing the global subjective quality. These strategies consist usually in: 


Spatial resolution control - Changing the spatial resolution of the coded video.


Temporal resolution control - Skipping images, i.e. locally changing the temporal rate of the coded video.


Texture data distortion control - Introducing more or less distortion on the texture data, by coding the texture values with more or less error.


In an object-based video coding framework, such as the MPEG-4 architecture [�ref mpeg4_fdis_visual \n �3�], a scene is no longer seen as a set of rectangular frames with a given spatial and temporal resolution, but instead, it is understood as a composition of visual objects (VOs) of natural and synthetic origin, typically with different characteristics and semantic relevance. Each object is independently coded, generating an elementary stream that can be independently accessed, thus providing the user the capability to access and interact with semantically meaningful objects. 


In terms of data, and relatively to the frame-based scenario, there is additionally the shape data, which defines the shape of each object, and the scene description data that specifies which objects are in the scene and the way the scene is organized; these two new types of data provide two additional rate control dimensions. The major novelty here is the semantic dimension of the data model (associated to the scene description data) and consequently of the rate control since it becomes possible to perform actions such as not transmit a less relevant object to save bits for the most semantically relevant objects - amount of content control, or changing the semantic detail of the scene by merging two or more objects when the encoding resources are not enough - semantic resolution control. 


Since the various objects in a scene are now independent entities in terms of coding, although building together a scene, in the object-based coding framework the rate control dimensions are dealt with by using two levels (the same used already in terms of representation):


Scene rate control, which distributes the total amount of resources available (in a static or dynamic way) among the various objects in the scene.


Object rate control, which distributes the resources attributed to each object among the various types of data to code (for that object), notably texture and shape.


To code a video scene composed by several objects, two types of scene rate control strategies are available:


Independent scene rate control - Each object in the scene is coded independently without sharing resources among objects and for each object a certain object rate control strategy is applied independently of the varying characteristics of the several objects in the scene. 


This is the typical situation when a scene is composed by several objects, previously available as coded data, possibly even coded outside the context of any scene. In this case no sharing of resources is possible and the objects have to be coded as stand-alone.


Join scene rate control - Each object in the scene is coded dynamically sharing, along time, the available resources depending on some relevant criteria, notably the object relevance, complexity, size, activity, etc.


This is the typical situation when the various objects in a scene are simultaneously coded, trying to maximize the subjective impact of the composed scene.


While it is true that the frame-based rate control strategies are still useful in the context of object-based coding, there are new strategies intrinsically related to the semantic dimension of object-based representations, such as the semantic resolution control and the amount of content control. Here the relevant criteria to be used for rate control are not only related to the texture and shape characteristics of each object but also to their semantic dimension, this means to the priority and relevance of each object in the context of the scene and of the application in question.


In object-based video coding architectures, the rate control mechanism has the task to choose the best trade-off in terms of the amount of content to be coded, the corresponding semantic resolution, the spatial and temporal resolution for each object, and the amount of distortion in the texture and shape data for each object, in order that the global subjective impact in terms of the relevant requirements is maximized.


It does not require a lot of study to conclude that object-based rate control is, in principle, much more complex than frame-based rate control due to the new rate control dimensions involved. 


Implementing Scene Analysis Prior to Resource Allocation


For a given amount of resources available to encode a scene, such as the total number of bits, the maximum bitstream buffer size and the maximum processing memory (VCV and VMV in MPEG-4) [� REF mpeg4_fdis_visual \n �3�], the rate control mechanism has the task to manage these resources trying to maximize the subjective impact of the encoded scene. This is accomplished by performing the following tasks:


Allocation of resources for each time instant taking into the account the available resources and the global characteristics of the scene for that time instant, such as scene changes and the number of VOPs to encode in the case that the different VOs are encoded at different temporal rates.


Distribution of the allocated resources among the various VOs to be encoded at a certain time instant (i.e. for each VOP) taking into account the VO characteristics, such as the object semantic priority, size, motion, and complexity.


To allow an efficient distribution of the available resources among the several VOs composing the scene, the rate control mechanism must extract the relevant characteristics of each VOP for each encoding time instant. This task, called scene analysis for resource allocation, is performed before encoding any VOP, for all the VOPs to be encoded at the time instant under consideration. 


In this paper care has been taken to limit the complexity of the encoding process, thus, for each time instant the scene analysis is based on the information that is later used to really encode the VOPs. The scene analysis module implemented receives as input the set of original VOPs to be encoded for each particular instant and the corresponding previously reconstructed VOPs, and computes the size, in terms of the number of macroblocks to be encoded, the motion vectors, and the variance of the prediction error for each VOP. By combining this information, a weight is assigned to each VO corresponding to the fraction of the total target number of bits that will be assigned to encode the corresponding VOP according to equation (1).


	� EMBED Equation.2  ���	(1)


where TNB is the total target number of bits to encode all the VOPs within the given time instant, |Si| is the normalized VOP size, |Ai| is the normalized sum of the absolute values of the VOP motion vectors, |Ci| is the normalized variance of the VOP motion compensated prediction error, and � EMBED Equation.2  ���, � EMBED Equation.2  ���, and � EMBED Equation.2  ��� weight the influence of each of these characteristics in the final bit budget assigned to a particular VO. In this paper � EMBED Equation.2  ���, � EMBED Equation.2  ���, and � EMBED Equation.2  ��� have been used.


To achieve this objective, an MPEG-4 codec has been implemented by adapting the MPEG-4 reference software included in MPEG-4: Part 5 [� REF mpeg4_fdis_ref_sw \n �4�] (MoMuSys-FDIS-V1.0-990125): the IST MPEG-4 codec. The software has been modified so that a basic principle is followed for each time instant: all analysis processing is performed before all coding. In this way the actual data reflecting the instantaneous characteristics of each VO can be used to efficiently distribute the available resources before really encoding the VOPs. This is especially useful when the scene or a particular VO changes its characteristics rapidly and thus the allocation and distribution of resources should quickly reflect these changes. This is not so well handled when statistics of the previous time instant are used as in the case of the original MPEG-4 reference software implementation [� REF mpeg4_fdis_ref_sw \n �4�].


In this paper, the IST MPEG-4 codec is used to analyze the performance of multi-VO rate control using a join scene rate control strategy applied to the encoding of video material compliant with the MPEG-4 Visual Simple Profile (SP).


Results


This section illustrates the performance of the this two level rate control methodology with join scene rate control for three different bitrates: 128 kbps (SP@L2), and 256 and 384 kbps (SP@L3), using a test sequence composed by 4 MPEG�4 video objects in QCIF format at a temporal resolution of 15 Hz, notably News Monitor, Akiyo, Coastguard, and Sean. � REF _Ref451156986 \* MERGEFORMAT �Figure 1� shows one frame of the composed scene.


Below the results of encoding multiple video objects for two different situations are shown: Independent Scene Rate Control (� REF _Ref451181175 \* MERGEFORMAT �Table 1�) that consists in encoding each object of the scene independently by assigning an equal portion of the total target bitrate to each VO ( static scene level rate control; and Join Scene Rate Control (� REF _Ref451181190 \* MERGEFORMAT �Table 2�) where the VOs in the scene are encoded jointly and the available bitrate is dynamically distributed among the several VOs as specified in the previous section ( dynamic scene level rate control. Both cases use, as the object level rate control method, the TM5 rate control algorithm [� REF tm5 \n �5�], however in the case of join scene level rate control the bit allocation step of the TM5 algorithm has been replaced by the dynamic scene level rate control here proposed. From the results presented in � REF _Ref451158143 \* MERGEFORMAT �Table 1� and � REF _Ref451181190 \* MERGEFORMAT �Table 2� it can be seen that a more uniform quality distribution is obtained with a join rate control and the proposed criteria (� REF _Ref451181190 \* MERGEFORMAT �Table 2�), by allocating more bits to the more complex VOs ( VO 0 and VO 2 ( and allocating less bits to the less complex VOs ( VO 1 and VO 3. Moreover, as can be seen by the average PSNRs measured over the entire scene, the join rate control method can achieve a better distribution of the overall resources with gains in the overall scene quality.


Conclusions


This paper discussed the new dimensions and strategies of rate control when an object-based coding architecture is used and proposed a join rate control methodology for encoding scenes with multiple objects, where the rate control is divided into two levels: scene level rate control and object level rate control. This methodology was applied to the encoding of video objects compliant with the MPEG-4 simple visual profile at level 2, and level 3, using the TM5 rate control method for the object level and a dynamic scene level rate control scheme that allocates the available resources among the several VOs according to their characteristics, notably the size, the motion, and the variation of the prediction error. From the results obtained it may be concluded that gains are to be obtained by using this two level rate control methodology with a join rate control strategy.





�


Figure � SEQ Figure \* ARABIC �1� - Test sequence composed of 4 VOs (from top to bottom and left to right): News Monitor (VO 0), Akiyo (VO 1), Coastguard (VO 2), and Sean (VO 3).


Table � SEQ Table \* ARABIC �1� - Multiple Video Object Coding with Independent Scene Rate Control


Bitrate (kbps)�
Bitrate / VO (kbps)�
Average�
PSNR / VO (dB)�
�
Target�
Actual�
VO 0�
VO 1�
VO 2�
VO 3�
PSNR (dB)�
VO 0�
VO 1�
VO 2�
VO 3�
�
128�
139.5�
44.32�
32.05�
31.11�
32.00�
30.17�
30.53�
37.44�
27.02�
33.12�
�
256�
252.7�
63.98�
64.03�
60.66�
64.03�
32.23�
32.60�
39.16�
29.15�
35.77�
�
384�
378.3�
95.97�
95.98�
90.30�
96.02�
33.66�
34.66�
39.93�
30.55�
37.11�
�



Table � SEQ Table \* ARABIC �2� - Multiple Video Object Coding with Join Scene Rate Control


Bitrate (kbps)�
Bitrate / VO (kbps)�
Average�
PSNR / VO (dB)�
�
Target�
Actual�
VO 0�
VO 1�
VO 2�
VO 3�
PSNR (dB)�
VO 0�
VO 1�
VO 2�
VO 3�
�
128�
130.2�
55.81�
11.86�
45.44�
17.98�
30.32�
31.81�
33.67�
28.22�
30.47�
�
256�
257.6�
115.83�
21.88�
89.41�
30.49�
32.81�
35.33�
36.40�
30.41�
33.21�
�
384�
385.0�
175.57�
31.66�
134.46�
43.26�
34.18�
36.97�
37.76�
31.89�
34.67�
�
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