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Background

In recent years, and after many years of successes with higher bitrates, the video coding community started to dedicate more attention to very low bitrate video coding. The main motivations for intensifying the work on this topic were the prevision that the industry would soon need very low bitrate video coding algorithms, taking into account the already identified audio-visual applications (1(, the demonstration, with H.261-like technology, that audio-visual services are possible on the Public Switched Telephone Network (PSTN), the recognition that mobile environments would create an important audio-visual communications market, and also the fact that the very low bitrate range was the last one lacking a video coding standardization effort. The applications addressed include, among others, mobile and PSTN videotelephony, multimedia electronic mail, remote sensing, electronic newspaper, interactive multimedia databases and games. 

The emergence in the market, in 1992, of the first PSTN videotelephones showed the need to define on short notice a standard for very low bitrate video coding to avoid the explosion of proprietary solutions. In fact, ITU-T assigned an urgent priority to its very low bitrate videotelephone program which has already led to ITU-T Recommendation H.324, nowadays the umbrella for a set of recommendations addressing the major functional elements of a low bitrate audio-visual terminal. It is expected that the H.324 terminal will have two main application areas: conventional videotelephony for general use and multimedia systems integrated into a personal computer for business environments. Special mention goes for recommendation ITU-T H.263, entitled “Video coding for low bitrate communication”, describing the most advanced standardized video coding algorithm for the lower range of bitrates [2]. Since the H.263 algorithm is basically a more efficient extension of the H.261 algorithm (it is still based on DCT and motion compensation), it still models video data as a sequence of rectangular images formed by a certain number of pixels - frame-based coding. This model is the digital equivalent of the conventional analog video model, and it is blind to the fact that video data usually contains meaningful content for human beings (reducing its content to rectangular sets of pixels). The recent application trends, requiring higher levels of user interactivity, highlight that content should be created and coded in a representation framework able to give the user as many real-world like capabilities as possible. The more it is known about the content, the more its representation can be efficient and powerful in terms of the functionalities supported. And it is possible to add that, when resources are scarce, such as in low bitrate environments, the knowledge about the content is even more important and should be carefully exploited to maximize the performance both in terms of coding efficiency and of the functionalities supported.

The Content-Based Representation Approach

Both the ITU-T H.263 video coding standard and most algorithms available in the literature address the very low bitrate video coding problem under the following assumptions:

·  Scene content is mostly videotelephone-like or, at least, a very stable sequence of (rectangular) frames (exclusively) with natural content.

·  The only coding objective is the maximization of the video sequence subjective quality, typically measured in terms of the signal to noise ratio, e.g. PSNR. No functionalities impacting the video coding efficiency are requested by the applications.

The above assumptions show that, until now, very low bitrate video coding has mainly addressed real-time personal communications, such as videotelephony, reducing its goals to the minimization of the signal distortion for the decoded sequence of (rectangular) images. These assumptions call for always better frame-based coding algorithms, with most emphasis on motion modeling and estimation and texture coding. In this context, a careful management of the spatial and (mainly) temporal image resolutions should allow to reach the target bitrate with the best possible subjective quality. The H.263 standard basically follows the assumptions above mentioned and is nowadays very generally recognized as the state-of-the-art technology for very low bitrate frame-based video coding (including H.63+ which is an extension of H.263 with some improvements). This paper claims that the frame-based approach to very low bitrate video coding is limited, mainly due to:

· Unacceptable limitation to the applications addressed - The assumptions until now, implicitly or explicitly, accepted for very low bitrate coding reduce the range of applications possible, to a sub-set of the future relevant applications. Very low bitrate applications such as database retrieval, games, multimedia broadcasting for mobile receivers, co-operative work, and remote monitoring and control (1(, clearly go beyond the simple case until now addressed, both in terms of scene content as well as in terms of functionalities requested. 

· Unacceptable limitation to the functionalities provided - The consideration of a broader range of applications implies the provision of additional functionalities, notably functionalities related to user interaction with the scene content, e.g. content-based access and content manipulation in the context of education-related and multimedia database applications. These new functionalities have an impact on coding requirements, which cannot be fulfilled by means of a frame-based coding approach.   

· Unacceptable limitation to the data types considered - In the context of a broader range of applications, additional data types, besides natural video, such as scrolling text, graphics, animated facial models, etc. should be considered since the use of adequate representation methods depending on the data type may bring significant compression improvements (think about the advantages of having scrolling text coded as formatted ASCII characters as an alternative to having it coded as natural video using an hybrid coding scheme).

· Unacceptable blindness to the scene content characteristics -  Since visual scenes are usually composed by (semantically meaningful) content with different characteristics, and with different subjective relevance, the maximization of the final subjective impact, for a certain amount of limited resources, is usually achieved by coding each content element (object) with a quality and a spatial/temporal resolution depending on its properties. As a special case, a certain low priority object may even not be transmitted, if bandwidth resources are too scarce.

The frame-based coding limitations above identified lead to the conclusion that the most adequate coding architecture for future very low bitrate video applications is a content-based approach where visual scenes (with natural and synthetic content) are understood as a composition of objects with a certain spatial and temporal behavior. The exploitation of the specific characteristics of each object should make possible to improve coding efficiency as well as to provide additional functionalities, enlarging the range of applications addressed. 




Figure 1 - Content-based encoder architecture

Figure 1 shows the basic architecture of a content-based video encoder. In principle, the objects in the scene may be of natural and synthetic (2D and 3D) origin. The objects are represented as independent entities, individually accessible in the bitstream. The scene content is then associated to the individual elements in the scene, to the composition information, that allows to build it, and to any other form of data associated to each object or to the scene itself. It is important to highlight that the content-based coding approach includes, as a special case, the conventional frame-based approach where video scenes are represented as a sequence of rectangular frames. Supposing that content-based overhead data is not significantly higher than frame-based overhead data when only one rectangular object is used, the new content-based approach will basically bring advantages in terms of additional flexibility, additional compression and additional functionalities. Among the most relevant advantages of the content-based representation approach, it is important to highlight the following:

·  Different objects, different functionalities - The first advantage of content-based coding schemes is the new content-based functionalities allowed, intrinsically related to the representation of the scene as a composition of objects (see figure 2). Although these functionalities may have a cost in terms of coding efficiency, they are essential for some very low bitrate video applications and thus “the price (if exists) is worth to pay”. Shape coding has become cheaper and cheaper in the last months with the huge amount of research effort for the first time invested on its study (in the context of MPEG-4), and thus the price for content-based interactive functionalities in terms of coding efficiency has become much lower than expected (and can even be compensated by other means).

 
 
 
 

Figure 2 - Manipulation of scene content: exchange of speakers and backgrounds

·  Different data types, different coding algorithms - The fact that the content in the scene is organized as a composition of objects allows to represent objects of different data types with the most adequate coding algorithms, simultaneously improving quality and efficiency (see figure 3). A typical and very simple example is text coding; notice that text is expected to be present in many future very low bitrate audio-visual applications. 


 
 
 

Figure 3 - Scene composed by objects of different data types, requiring different coding algorithms

·  Different resources, different content - Since bandwidth resources are critical in very low bitrate environments and very likely computational resources are critical too in many cases, it is important to use the available resources in the best way, what means sending to the receiver the most relevant content, depending on the available bandwidth and computational resources. If the essential (high priority) content is available with acceptable quality, the final efficacy of the service may be higher than if all the content is available with unacceptable quality (see figures 4 and 5). The content to be sent may be determined by the sender but also by the receiver, if a back channel is available. In some conditions, it may also be possible to use locally available information (receiver), e.g. backgrounds, to improve the final subjective impact in situations where just the most important objects are transmitted. In very critical situations in terms of bandwidth resources, the objects to be sent may have their shape simplified to further save resources. This type of pre-processing may however lead to very unpleasant artifacts. 


  
  
  

Figure 4 - Scene composed by two objects with different priorities, notably if audio is present


 
 
 

Figure 5 - Decomposition of a scene in objects with different (semantic) relevance

·  Different relevance, different protection - Since most very low bitrate environments are critical in terms of errors, the possibility to selectively protect the scene content depending on its (semantic) relevance, and thus their application priority, is very useful and important for the final subjective impact (see figures 4 and 5).  

·  Different features, different coding conditions - It is banal to recognize that the world is made of objects with different features, notably in terms of spatial and temporal behavior. Content-based coding schemes may adapt the coding conditions to the intrinsic features of each object to represent, notably lower or higher spatial and temporal resolutions depending on their spatial and temporal activities, or just lower or higher quality depending on their semantic relevance. This flexibility shall bring efficiency gains without costs in terms of quality. Table 1 shows some results for the sequence “Weather” (foreground and background shown in figure 4), coded in different conditions, using the MoMuSys implementation of the MPEG-4 Video Verification Model 7.0. The cases labeled with A correspond to the coding where the scene is taken as one only rectangular object; in the cases labeled with B, the coder acknowledges that the scene is composed by a static background and a moving foreground (available by chroma-key). The results in table 1 show that, when the coder is able to take advantage of the composition knowledge, coding the background only once and just updating the arbitrary shaped foreground, it is possible to “buy” functionality (objects independently available) without loosing quality due to the additional cost for shape coding. In fact, table 1 shows similar or higher SNRs for both objects in B labeled cases when compared with A labeled cases.

Total bitrate (kbit/s)
Object 1 bitrate (background)
Object 1 spatial resolution
Object 1 temporal resolution
SNR object 1 (dB)
Object 2 bitrate (foreground)
Object 2 spatial resolution
Object 2 temporal resolution
SNR object 2 (dB)

A: 12.3 kbit/s - 1 rectangular object,  QCIF, 7.5 Hz
26.86 dB (Y), 26.85 dB (U), 29.03 dB (V)

B: 12+
36 744 bits

(QP = 19)
QCIF
0
26.78

25.95

28.18
12.2 kbit/s
QCIF
7.5
26.42

27.60

32.67

A: 24.2 kbit/s - 1 rectangular object  QCIF, 10 Hz
27.84 dB (Y), 27.71 dB (U), 29.87 dB (V)

B: 24+
40 488 bits

(QP = 17)
QCIF
0
27.65

26.67

28.67
24.2 kbit/s
QCIF
10
28.70

29.75

33.88

A: 48.8 kbit/s - 1 rectangular object  CIF, 10 Hz
28.72 dB (Y), 28.33 dB (U), 30.34 dB (V)

B: 48+
100 072 bits

(QP = 19)
CIF
0
28.80

27.59

29.32
48.4 kbit/s
CIF
10
28.74

30.21

34.41

Table 1 - Sequence “ Weather” (foreground + background) coded in different conditions

The advantages presented above show that the best approach to very low bitrate video coding is a content-based representation, highlighting that the frame-based “blind” approach does not provide a solution to many relevant applications. Frame-based coding does not take full advantage of the fact that the success of an application depends on the way the available resources are distributed to transmit or store the scene content, and that this content is a composition of objects with different semantic relevance and thus different subjective impact. Moreover, frame-based coding prevents the provision of many increasingly relevant functionalities, notably all those related to the interactive access to information on a content basis. Notice that to benefit from the advantages mentioned above, the sender will have to perform the necessary scene analysis to enable the best use of the resources available. ISO/MPEG recognized the improvements brought by content-based coding architectures and it is now working towards a new audio-visual representation standard following this approach, well known as MPEG-4 (3(. Although MPEG-4 does not specifically address any bitrate range, such as very low bitrates, it is evident that, for the reasons described in this paper, MPEG-4 will represent a step further in terms of very low bitrate audio-visual applications, notably if more than videotelephony is foreseen. 
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