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Abstract

Distributed source coding principles have been recently ap-
plied to video coding in order to achieve a flexible distribu-
tion of the complexity burden between the encoder and the
decoder. In this paper we elaborate on a pixel based Wyner-
Ziv video codec that shifts all the complexity of the motion
estimation phase to the decoder, thus achieving light encod-
ing. In the literature, the statistics of correlation noise be-
tween the frame to be encoded and the motion-compensated
side information available at the decoder is modeled as a
Laplacian distribution. In this paper we elaborate on this
topic and we show that a better model can be fitted, achiev-
ing a substantial coding efficiency gain. Moreover we dis-
cuss the effect of using a side information computed either
from perfectly reconstructed (lossless) or from quantized
neighboring frames.

1 Introduction

Today’s video coding architectures are based on the “down-
link” broadcast model, where the video content is encoded
once and decoded multiple times. All the ITU-T VCEG
and ISO/IEC MPEG standards follow this approach rely-
ing on the hybrid block-based motion compensation/DCT
transform (MC/DCT) architecture. In such applications,
the video codec architecture is primarily driven by the one-
to-many model of a single complex encoder and multiple
light (cheap) decoders. However, this architecture is being
challenged by several emerging applications such as wire-
less video surveillance, multimedia sensor networks, wire-
less PC cameras and mobile camera phones. These appli-
cations have different requirements from those targeted by
traditional video delivery systems. For example, in wireless
video surveillance systems, low cost encoders are important
since there is a high number of encoders and only one or
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few decoders. Distributed video coding, a new video cod-
ing paradigm, fits well in these scenarios, since it enables
to explore the video statistics, partially or totally, at the de-
coder. Distributed video coding lays its foundations on dis-
tributed source coding principles stated by the Slepian-Wolf
[1] and the Wyner-Ziv [2] theorems. Despite the theory has
been well understood since the 70’s, only recently practi-
cal video coding schemes have been presented targeting dif-
ferent application requirements ranging from low-encoding
complexity, robustness to channel losses and scalability.

2 IST-PDWZ video codec architec-
ture

The IST Pixel Domain Wyner-Ziv (IST-PDWZ) video
codec we use in this paper [3] is based on the pixel domain
Wyner-Ziv coding architecture proposed in [4]. However,
there are major differences in the frame interpolation tools
further discusses in [3]. This approach offers a pixel do-
main intra-frame encoder and inter-frame decoder with very
low computational encoder complexity. When compared to
traditional video coding, the proposed encoding scheme is
less complex by several degrees of magnitude. Figure 1 il-
lustrates the global architecture of the IST-PDWZ codec. In
this architecture each even frameX2i of the video sequence
is called Wyner-Ziv frame and the two adjacent odd frames
X2i−1 andX2i+1 are referred as key frames; in the liter-
ature [4] it is assumed that they are perfectly reconstructed
(lossless) at the decoder. Each pixel in the Wyner-Ziv frame
is uniformly quantized. Bitplane extraction is performed
from the entire image and then each bitplane is fed into
a turbo encoder. At the decoder, the motion-compensated
frame interpolation module generates the side information,
Y2i [3], which will be used by the turbo decoder and recon-
struction modules. The decoder operates in a bitplane by
bitplane basis and starts by decoding the most significant
bitplane and it only proceeds to the next bitplane after each
bitplane is successfully turbo decoded (i.e. when most of
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Figure 1: Block diagram of the IST-PDWZ codec

the errors are corrected).

2.1 Turbo codec overview

Let us defineXj
2i as thejth bitplane of the Wyner-Ziv frame

read in raster scan order andY j
2i the corresponding bitplane

of the motion-intepolated side information. We can inter-
pretXj

2i as a binary codeword of lengthrows×cols andY j
2i

is its noisy version. The IST-PDWZ architecture adopted in
this paper uses a Slepian-Wolf rate compatible punctured
turbo (RCPT) coder in order to correct the mismatch (er-
rors) between the side informationY j

2i and the source to be
decodedXj

2i.
As shown in Figure 1, the Slepian-Wolf encoder includes

a turbo encoder and a buffer and it produces a sequence of
parity bits (redundant bits) associated to each bitplaneXj

2i.
In this architecture, two identical recursive encoders of rate
1
2 are used; this means that for each information bit, two
parity bits are produced. The parity bits generated by the
turbo encoder are then stored in the buffer, punctured and
transmitted upon request by the decoder while the system-
atic bits (Xj

2i) are discarded. The puncturing operation al-
lows sending only a fraction of the parity bits and follows
a specific puncturing pattern. The feedback channel is nec-
essary to adapt to the changing statistics between the side
information and the frame to be decoded, i.e. to the quality
(or accuracy) of the frame interpolation or motion refine-
ment process.

At the decoder, the iterative MAP (Maximum A Posteri-
ori) turbo decoder employs a Laplacian noise model to help
the error correction capability of the turbo codes. An ideal
error detection capability is also assumed at the decoder, i.e.
the decoder is able to measure in a perfect way the current
bitplane error rate,Pe. In the following section we elab-
orate on the modeling of the statistical distribution of the
correlation noise, showing that a better understanding of the
model comes with improved rate-distortion performance.

3 Improved correlation noise model

In the literature [4][3] the key frames used in input to the
motion interpolation are assumed to be perfectly known
at the decoder (lossless coding). This hypothesis is rather
unpractical in real applications for two reasons: the re-
constructed sequence exhibits quality fluctuations; the key
frames would require a bitrate budget much larger than
Wyner-Ziv frames, as the former are lossless encoded. In
this paper we depart from this scenario investigating what
is the effect of computing the side information from quan-
tized key frames, which is a much more realistic situation.

In our experiments we choose for the key frame a quan-
tization step size that gives approximately the same quality
as the Wyner-Ziv frames for a given number of decoded bit-
planes. We found that a QP (qstep = 2 ·QP 1) equal to 13,
10, 8, 5 work quite well when we decode respectively up to
the1st, 2nd, 3rd and4th most significant bitplane. Figure 4
shows that there is a significant coding efficiency drop when
the side information is quantized (WZ lossless key frames
vs WZ lossy key frames). This result is reasonable if we
compare the quality of the motion-compensated side infor-
mation used as a starting point by the turbo decoder. Figure
2 shows the PSNR of the side information for each frame of
theForemanandCoastguardsequences, when the lossless
or lossy key frames are used. Table 1 reports the averages
over the whole sequences.

The model used to describe the statistics of the correla-
tion noise between the Wyner-Ziv frame and the motion-
interpolated side information needs to be adjusted. First of
all we need to take into consideration the effect of quan-
tization noise. When the side information is perfectly re-
constructed at the decoder the correlation noise is simply
N2i = X2i − Y2i. By considering quantization noise, the

1as in H.263+ standard
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Figure 2: Quality of the motion-compensated interpolation: lossless vs lossy. The frame index refers to the interpolated
frames only (odd frames). Left:Foremansequence. QCIF@30fps (only the first 60 odd frames ofForemanare shown to
avoid cluttering the figure). RightCoastguardsequence. QCIF@30fps
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Figure 3:Foremansequence. Statistical model of the corre-
lation noise

previous expression turns out to be:

N̂2i = X2i − Ŷ2i =(a) X2i −
Ŷ2i−1 + Ŷ2i+1

2
=

=(b) X2i −
Y2i−1 + Q2i+1 + Y2i+1 + Q2i−1

2
=

= X2i − Y2i −
Q2i+1 + Q2i−1

2
=

= N2i −
Q2i+1 + Q2i−1

2
,

where(a) comes from the fact that the side informationŶ2i

is computed by motion-compensated interpolation of the
quantized key frameŝY2i−1 andŶ2i+1 and in(b) Q2i+1 and
Q2i−1 are the quantization noise terms associated with the
key frames. Here we are assuming that, at high rates, the
quantization noise is uncorrelated with the source and that

Table 1:Y PSNR of the motion-compensated interpolation
averaged over the whole sequence

sequence lossless QP = 5 QP = 8 QP = 10 QP = 15
Foreman 33.6 31.2 30.1 29.6 28.7

Coastguard 36.9 34.2 32.3 31.3 30.1

the two terms are independent from each other and from the
correlation noiseN2i. If we assumeQ2i+1 andQ2i−1 to
be independent and have uniform distribution, the statisti-
cal distribution ofN̂ is fN̂ = 0.5 · fN ∗ fQ2i+1 ∗ fQ2i−1 ,
where∗ denotes the convolution product.

We found out that the Laplacian model used in [4][3] to
represent the distribution ofN2i is not the best choice, as the
tails of the model go to zero slower that the empirical dis-
tribution (see Figure 3). Correct modeling of the tails turns
out to be crucial to help the turbo decoding process. In fact
when the tails vanish too slowly, the turbo decoder tends to
assign a higher likelihood to values that are far apart from
the corresponding side information, increasing the chance
to decode outliers. We tried to fit a generalized Gaussian
distribution without getting significant results though. On
the other hand, we found that the following model works
quite well in practice:

fN (n) = K ·
[
k1

α1

2
e−α1|n| + k2

α2

2
e−α2|n|

]

We could not find a closed form expression of the un-
known parameters using a maximum likelihood estima-
tion approach. Nevertheless we empirically setk1 = 1,
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Figure 4: Left:Foremansequence. QCIF@30fps. 400 frames. RightCoastguardsequence. QCIF@30fps. 300 frames
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Since in generalα1 > α2 (by the Jensen inequality), the
first term is used to correctly model the peak of the empiri-
cal distribution, whereas the second to raise the tails.

Figure 3 compares the statistical distribution of the cor-
relation noise used in [4][3] with the actual sample distrib-
ution (histogram) and the proposed model for theForeman
sequence. The figure refers to the case when four bitplanes
are decoded (QP = 5).

4 Experimental results

We carried out extensive experimental results on theFore-
manandCoastguardsequences in order to evaluate the ef-
fect of the new statistical model of the correlation noise.
Figure 4 shows that a coding gain of up to 0.4dB on aver-
age is observed forForemanand 0.5dB forCoastguarddue
to the new statistical model. Note that with the proposed
model we are only 0.2dB off the coding gain that can be
obtained using the empirical distribution (histogram) of the
correlation noise. The gain observed on the single frames is
higher (up to 1.5dB) whenever the motion-compensated in-
terpolation fails to correctly reconstruct the WZ-frame. We
argue that this is due to the fact that the proposed model
provides a better representation of the tails of the distribu-
tions.

5 Conclusions

In this paper we describe a model that better matches the
statistical distribution of the correlation noise between the
frame to be decoded and the motion-compensated side in-
formation, resulting in an improved rate-distortion perfor-
mance. Our future work will focus on adapting the statisti-
cal model both in the spatial and in the temporal domain.
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