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Abstract

The increasing spread of digital technology in many areas, notably telecommunications, and entertainment (TV/cinema), is nowadays changing the production, delivery, and consumption paradigms for multimedia information. New applications with critical requirements in terms of content-based interactivity are imminent, motivating the evolution of the models used for data representation, notably for coding and indexing. The emerging MPEG-4 and MPEG-7 standards are the recognition, by the industry, of these upcoming needs. 

This paper addresses the problem of video analysis for content-based coding and indexing in the context of a changing technological landscape. The main video analysis objectives and constraints are identified, the role of user interaction is studied, and some application examples are described.

1.
Context

“What does it mean, to see? The plain man’s answer (and Aristotle’s, too) would be, to know what is where by looking. In other words, vision is the process of discovering from images what is present in the world, and where it is” [1]. Moreover, “vision allows me to decide what actions to make” [2].

Discovering what is present in a visual scene, and where it is, is a simple but quite efficient way to describe the most basic tasks of video analysis. Although the meaning of the “what” will very much depend on the application context, the main video analysis objective is typically to perform tasks that generate information characterizing the visual data in question. These tasks have been developed and performed, for many years, in the field of Computer Vision, defined by Haralick and Shapiro as the “science that develops the theoretical and algorithmic basis by which useful information about the world can be automatically extracted and analyzed from an observed image, image set, or image sequence from computations made by special-purpose or general-purpose computers” [3].

But why has video analysis become so important in recent years? The answer is manifold, although mainly related to the growing amount of digital data available (analysis for indexing) and the higher level of interactivity in multimedia applications, giving the user more and more control (analysis for coding). Examples of this trend can be found in many Internet and CD-ROM based applications, such as kiosk systems, database retrieval, educational and training systems, in various consumer multimedia titles, such as games and other entertainment applications, as well as in some advanced real-time communication applications, such as remote monitoring and control, remote expertise, surveillance, and 3D videotelephony.

The new applications provide functionalities that rely on the data content, requiring the visual information to be represented, and described, using appropriate models. This implies going beyond the most traditional visual representation models, where visual data is understood as a sequence of rectangular images formed by a certain number of pixels. That model was born as the digital equivalent of the analog TV model, and has been used until now in all digital video representation standards available, such as ITU-R 601, ITU-T H.261, ITU-T H.263, MPEG-1 and MPEG-2. 

The required data models must represent the structure of the information content. In this sense, they have to be much more similar to those used in the computer vision and computer graphics areas, notably models based on 2D arbitrarily shaped objects, and also on 3D objects. Such visual data representation models can be used as the basis for efficient transmission and storage, while supporting interactive functionalities like the manipulation of the available relevant data by the user. Besides the representation models that aim at reproducing the visual information, also models that efficiently describe the visual data aiming at its indexing for posterior identification, retrieval and filtering are needed.

The models used for description may often be useful stand alone, e.g. if only a high level representation is needed, but most of the times they will serve retrieval and access purposes, being used for content-based queries when looking for a coded version of the same (or similar) visual material. These visual descriptions for indexing are data representations which need to be efficient (compact) and thus, in this sense, indexing is itself a coding procedure. In the following, and for the sake of simplicity, the term coding will be used to refer to coding for data reproduction, and the term indexing to refer to coding for data indexing.

The need for content-based coding and indexing solutions has been identified by ISO/MPEG that defined two projects, well known as MPEG-4 and MPEG-7, with the following objectives:

· MPEG-4 will specify the first content-based audiovisual coding standard where data is understood as a composition of objects, separately coded, and thus allowing the independent access and manipulation of each object [4,5] (see figure 1);

· MPEG-7 will specify a standardized description of various types of multimedia information, associated with the content itself, to allow its indexing and thus the fast and efficient search, filtering, and retrieval of the material of interest to the user [6,7,8] (see figure 2).

Both standards will consider natural as well as synthetic data. 











a)
b)
c)
d)

Figure 1 - Illustration of the MPEG-4 content-based composition approach: to obtain the scene in (a), the visual objects in (b), (c), and (d) are separately coded, each one using the appropriate techniques, and finally composed together according to a composition script
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      (b)
Figure 2 - Example of a sketch-based search: (a) user-drawn sketches; (b) corresponding first matching images
As usual in the context of audiovisual representation standards, neither MPEG-4 nor MPEG-7 will specify the analysis methodologies to extract data useful to code and index the audiovisual material, but they will rather specify only the syntax and semantics of the representation formats. This means that the MPEG-4 Visual standard (9( will code any set of visual objects composing a scene, whatever the methods and criteria used to determine that composition. Similarly, MPEG-7 will index any visual data by means of a set of features, whatever the methods used to generate them.

Leaving analysis methodologies out of the standards does not mean that they are not important. Rather the opposite: analysis performance may be so critical for the standards performance that any new developments need to be easily integrated to make them more powerful. Moreover, since the analysis criteria strongly depend on application constraints, not specifying the analysis part leaves room for any application-related criteria, enlarging the range of applications covered by the same standard. Last, but absolutely not the least, this freedom gives the industry a chance to compete, while guaranteeing interoperability.

Along the paper, the terms real-time application and off-line application will be often used. A real-time application is here understood as an application where the visual data is simultaneously acquired, processed, coded, transmitted and potentially used in the receiver, such as in inter-personal communication applications, e.g. videotelephony (10(. In an off-line application, the visual data is acquired, processed and coded, without critical time constraints, to be used (decoded) later, such as in a database content production application (10(. The main difference between the two classes of applications, as far as analysis is concerned, is in terms of the time constraints at content creation, which has a strong impact on the type of analysis tools to be used as well as on the degree of user interaction possible.

This paper intends to discuss the main video analysis objectives for supporting content-based coding and indexing representations. The two main tasks to accomplish - segmentation and feature extraction - are detailed, and the importance of user interaction is highlighted. Application examples are used to illustrate the problems involved.

2.
Video Analysis Framework 

Video analysis is often used as a very broad expression, including all kinds of “examination” procedures performed upon a sequence of images to extract any type of desired information. Video segmentation, feature extraction, object recognition and classification, or obstacle detection, are a few examples of potential objectives for video analysis. A possible definition for video analysis may thus be: any procedure consisting in a number of operations that are performed upon an input sequence of images to extract relevant information, in view of a specific objective.
The main targets for video analysis in the context of this paper are content-based coding, indexing, retrieval, interaction and manipulation, and thus the analysis results are expected to somehow characterize the content of the video input sequence. These issues are debated in this section, where the two main objectives - segmentation and feature extraction - are highlighted and the potentialities that they may enable in terms of multimedia applications discussed. Also the nature of the input information is discussed, and a set of relevant output results presented.

2.1 The Objectives

When dealing with video analysis for content-based video coding and indexing, two main types of objectives are considered to characterize the video input:

· Identification of the relevant video objects in a scene - This task is well known as segmentation and will have to be performed if video data is not pre-segmented;

· Identification of relevant features for each object and for the complete scene - This task is well known as feature extraction and will have to be performed if features are not previously available or are not to be “manually” extracted
.

The results produced by the video analysis module may then be fed to a content-based coding scheme, such as an MPEG-4 coder, to a content-based indexing scheme, such as those that will be standardized by MPEG-7, or to any other processing module that will use the analysis results to reach a relevant target (see figure 3). Since the objectives associated to the MPEG-4 and MPEG-7 standards will play a central role in future multimedia applications, these two standards will be frequently used as reference targets along the paper.




Figure 3 - Video analysis for MPEG-4 and MPEG-7
In terms of content-based coding, the ability to analyze a video sequence, notably to identify meaningful regions or objects
 and to characterize them by means of some relevant features, will be a decisive factor of success for a number of multimedia applications. These analysis results will be provided to the video coder, enabling at least: 

i)  new functionalities, notably based on the interaction with the scene content;

ii)  gains in global compression efficiency;

iii)  improved robustness to errors;

iv)  content-based scalable access to information.

Content-based functionalities are related to the separate multiplexing of each object in the final bitstream. This allows the receiver to parse and manipulate each object in an independent way, as well as to combine them, producing the output scene according to a composition script, transmitted or locally defined (user controlled). Content is then associated to the individual objects in the scene, to the composition information that allows building it, and to any additional data associated to them.

Compression efficiency gains can be achieved if coding tools are dynamically chosen for each object according to its characteristics (e.g. transmitting a scrolling text using a hybrid coding scheme is not the best option). There is also the possibility to adapt the coding conditions and parameters, such as the quantization step, the spatial resolution, or the temporal rate to the specific characteristics of each object. This results in a more adequate distribution of the available bitrate among the various objects, improving the global subjective quality.

The selective protection of objects is another way to achieve better subjective quality performance in error-prone environments, in comparison to the traditional frame-based coders, for the same available bitrate. Each object data stream can be protected with different amounts of error resilience, both at the source coding level as well as at the channel coding level, which means that the total amount of error resilience resources can be unevenly distributed among the scene objects, depending on their relevance.

Finally, content-based scalability is another powerful functionality, allowing subsets of the bitstream to be sufficient for generating a useful representation of the objects. In the case of bandwidth or computational resources shortage, it becomes possible to receive just part of the total bitstream, while still producing a useful output scene. Beside object scalability in the sense that more or less objects are accessed, also SNR, spatial, and temporal scalabilities are possible, all on an individual object basis.

In conclusion: the identification of relevant objects in a scene, together with some of their features, allows not only high levels of interactivity but also selective processing, providing the gains associated to the adaptation of the processing and coding methods to the various types of data to code. Also, scalability and selective protection against errors enable universal access to the video information.

In terms of content-based indexing, the ability to describe and index any piece of video data is more and more a critical need due to the enormous amount of video information available, and the increasing difficulty in retrieving the material of interest. The standardization of a set of indexing features - syntax and semantics - will allow the quick retrieval of the desired information, whatever the analysis, search engines and filters used. MPEG-7 currently considers the description of the following data types: digital video and film, analogue video and film, still pictures in electronic, paper or other format, graphics, such as CAD, 3D models, notably facial models, individual objects on a composite scene, and composition data associated to video. MPEG-7 description data will not depend on the ways in which the described content is available. Image information, for instance, could be available as MPEG-4, -2, or -1, JPEG, or any other coding format, or not even coded at all: it is possible to generate an MPEG-7 description for an analog movie or for a picture that is printed on paper.

2.2 Input Data

The input to a video analysis module necessarily includes some type of video information. This input will be available in one of several possible formats, depending on the technology used to produce the video material, and on the application in question. For instance, the specific image resolution, e.g. QCIF, CIF, or ITU-R 601, or frame rate to use are typically related to the application and to the corresponding transmission and storage conditions. Video input material can assume a large number of formats, notably:

· Single image - A two dimensional set of pixel values;

· Video sequence - A set of (rectangular) images that follow each other in time, and whose content is usually inter-related (at least during a certain period of time);

· Video sequence and segmentation masks - Besides the video sequence, a segmentation mask sequence is available, associating each pixel in the video sequence to a specific object in the scene. These masks may eventually allow the representation of transparency, i.e. gray scale masks and not just binary masks;

· Object sequences and segmentation masks - One video sequence per object just containing the original pixel values associated to one of the objects in the scene (object sequence), together with the corresponding segmentation mask sequence;

· Object sequences with chroma key information - One video sequence per object, including the chroma key information
, avoiding the need of separate segmentation masks (see figure 4);

· Key object images and composition script - Key images of objects (e.g. still object images stored in a database) and a composition script specifying the spatial and temporal behavior of each object, including e.g. object transformations.

Besides the video input material, some additional input information may be given to the video analysis module, to constrain the analysis process. Examples of such additional inputs - control inputs, are:

· Type of application;

· Target bitrate for coding;

· Type of transmission network or storage support;

· Target video format at the coder input;

· Limitations on the number of objects, and complexity of their shapes;

· Specific functionalities requested.

The control inputs allow the tuning of the analysis process. For instance, when performing analysis for coding, the type of application may condition the number of objects to extract, as well as their relative sizes and positions, e.g. in a videotelephony application often three objects are important - the head, the shoulders, and the background. Similarly, the requested functionalities, the target bitrate, and the network characteristics, will constrain the type of analysis to perform and the results to reach, e.g. the number of objects and their prioritization, the complexity of their shapes, the recommended spatial and temporal resolutions. This type of input may be particularly important when performing analysis for indexing, since it is recognized that successful content-based retrieval is very domain specific, and thus the features to extract are highly dependent on the target application (and on the usage environment).
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Figure 4 - Example of object sequences with chroma key information and composed scene
2.3
Relevant Results

The main objectives of a video analysis module in the context of video analysis for coding and indexing, as discussed above, are the identification of objects that conform to some criteria relevant for the application in question, as well as the extraction of relevant features for each object, or for the global scene, which can help the subsequent coding or indexing processes.

Depending on the type of application envisioned, some of the following items may be useful as video analysis results [11]:

· Segmentation of the scene, according to some specified criteria;

· Tracking of objects along the sequence;

· Prioritization of objects;

· Depth ordination of objects;

· Spatial and temporal composition data relevant for indexing purposes;

· Detection of scene changes (shots) in the sequence;

· Detection of the presence of a certain object (or type of object) in the sequence;

· Classification of the scene, e.g. sports, live music, etc.

Also analysis results related to each object can be of interest:

· Shape information;

· Motion information;

· Temporal resolution (object rate) appropriate for the object;

· Spatial resolution appropriate for the object;

· Quality (e.g. SNR) appropriate to code the object;

· Scalability layers appropriate for the object, including the number of layers;

· Special needs for protection against errors in communication channels;

· Indexing features related to size, shape, motion, color, first and last images where the object is present in the sequence, etc.;

· Indication to store the current view of the object in memory for future reference; this can result from the analysis of the entire sequence, detecting “key images” for the given object;

· Information for sprite generation (dynamic or static) [12].

The above listed analysis results may be useful for coding purposes, for indexing purposes, or for both.

3.
Video Analysis Approaches

Having set the main goals for video analysis as the identification of objects (or regions)  segmentation, together with the extraction of a set of features relative to each object or to the global scene (itself an object), several approaches are possible to reach these targets. This section debates the possible approaches to the segmentation and the feature extraction problems.

3.1
Segmentation

Segmentation is one of the most important objectives of a video analysis module, and it may serve two main purposes [13]:

·  Semantic segmentation also Segmentation for composition and indexing - Identification of meaningful objects according to some specified semantics, allowing the use of a content-based coding scheme and the provision of content-based functionalities, and the indexing of video data based on object’s features and their composition.

·  Statistical segmentation also Segmentation for coding (efficiency) - Identification of homogeneous regions according to some criteria, eventually requiring the re-segmentation of previously identified objects, in view of the usage of region-based coding techniques targeting the improvement of coding efficiency.

While, in the first case, the segmentation process may include some interaction with the user, in the second case it is typically fully automatic since no semantic criteria are involved (see figure 5). In fact, it is very important to acknowledge that segmentation does not have to be always performed in real-time and fully automatic: this is typically the most difficult case. Many important applications do not require real-time segmentation and may accept some user guidance, easing the problem in a significant way. Semantic segmentation may not even be needed if the video scene is already pre-segmented, or if the scene is composed using individually stored objects.
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(a)
(b)
(c)

Figure 5 - Examples of a semantic segmentation (b), and a statistical segmentation (c) of the original image in (a)

Unfortunately, a complete theory of video segmentation is not available [3]. Video segmentation techniques are many times ad hoc in its genesis and differ in the way they compromise one desired property against another. As Pavlidis said: “The problem is basically one of psycophysical perception, and therefore not susceptible to a purely analytical solution. Any mathematical algorithms must be supplemented by heuristics, usually involving semantics about the class of pictures under consideration” [14]. Also the application in question has an important role for supplying useful heuristics. 

According to Haralick and Shapiro, image segmentation can be defined as “a process which typically partitions the spatial domain of an image into mutually exclusive subsets, called regions, each one of which is uniform and homogeneous with respect to some property such as tone, hue, contrast or texture and whose property value differs in some significant way from the property value of each neighboring region” [15].

The extension of this definition to content-based video analysis requires, at least, taking into account the temporal dimension and segmentation criterion going beyond statistical texture measures. This way, the temporal coherence of the segmentation can be guaranteed, and the segmentation may have a semantic value adapted to the application.

Temporal analysis may be done by estimating the motion between consecutive frames, which provides valuable information to merge regions that are not homogeneous in texture, but do belong to the same object. Also the tracking of partitions is enabled by the temporal information, with the previous segmentation being projected into the current instant, and thus ensuring consistent evolution of objects in time.

Stronger and more complex segmentation criteria, depending on the semantics of the application, may be introduced, for instance by using some a priori knowledge. As an example, in a videotelephony communication, the video data is known to be of the head-shoulders-background type; or for broadcasting material it is usually true that the broadcaster logo is present. A priori information is of major importance to identify semantically relevant objects for the application. Other generic criteria, such as size, position, depth order, etc., may also be useful for object identification.

Automatic segmentation tools are typically grouped into three major categories, depending on the properties which homogeneity is looked for to build the partitions:

· Texture segmentation - if the only type of homogeneity considered is related to luminance and chrominance spatial features, such as average values, contrast, directionality, etc.;

· Motion segmentation - if only temporal (motion) homogeneity is considered;

· Combined motion and texture segmentation - if both spatial and temporal homogeneity are considered.

For each of these categories, a large number of segmentation tools has been proposed in the literature [16, 17, 18, 19, 20, 21, 22].

3.2
Feature Extraction

After a segmentation of the scene into its constituent objects has been achieved (or if it is previously available), a number of features for each object can be extracted, together with those related to the global scene, having in mind coding or indexing purposes. Thus, in a first approach, features may be classified as coding and indexing features:

· Coding features - Features that have the purpose to improve the efficiency of a coding scheme, e.g. adequate spatial and temporal resolution for the various objects in the context of an MPEG-4 coder;

· Indexing features - Features that somehow describe the video content in view of data retrieval and filtering, e.g. scene classification, rough object contour, relative object positions.

Depending on the application, the interesting features to extract usually vary. Some may be useful for coding, some for indexing, and others for both purposes. Different applications also pose different constraints on the extraction process, notably in terms of real-time performance and acceptance of user guidance.

In terms of the degree of user guidance allowed in their extraction, two types of video data representation features may be considered (7(:

· Primitive features - Features that can be automatically or semi-automatically extracted;

· Logical features - Features associated to more abstract representations of the information and whose automatic extraction is harder, implying that they are usually manually or semi-automatically supplied.

While features for coding control are mainly primitive features, indexing features are more evenly distributed between primitive and logical features. Both primitive and logical features may be associated to global or object video data, leading to a further classification:

· Global features - Features associated to the composited video scene;

· Object-based features - Features associated to a specific object that is part of the scene.

Examples of global primitive features are: information associated to the spatial and temporal composition, scene changes, scene key-frames, and the detection of the presence of a certain object (or type of object) in the sequence. Although these features may be automatically extracted for some applications, using so-called low-level analysis tools, it is also possible that for other applications the same features are semi-automatically or manually extracted, e.g. key-frame identification.

Often, primitive features are useful as an intermediate step to the automatic extraction of features with a higher level of abstraction, by means of so-called high-level tools. These tools can make simultaneous use of video and audio information, as, most of the times, high-level features are associated to the AV data globally and not exclusively to video or audio. Moreover it is usually much easier to perform this type of task by simultaneously considering video and audio data.

Several classes of object-based features, depending on which type of information they convey, are relevant, notably:

· Features associated with the spatial characteristics of the object - Examples of spatial features are: an indication of the appropriate spatial resolution, a depth ordination of the objects, indexing features such as size, shape, average color.

· Features associated with the temporal characteristics of the object - Examples of temporal features are: an indication of the appropriate temporal resolution (object rate), indexing features such as motion, trajectory, first and last images where the object is present, an indication if the object should be stored in memory for future use (e.g. key frames for template-based coding).

· Features associated with the relevance of the object - Examples of relevance features are: a prioritization label for each object, an indication if the object may be skipped when coding, an indication of the quality (e.g. SNR) with which the object should be coded, an indication if the object deserves special protection against channel errors.

· Features associated to the content of the object - Examples of content features are: classification of the object content, e.g. face, person, animal, static object, logo, etc.

As it could be expected, the lower level object features are often used for the extraction of higher level features, e.g. the so-called spatial and temporal features are typically useful to extract relevance and content features. For example, the prioritization label may be computed based on criteria associated to the size, shape, and orientation of the object, position in the scene, motion activity, and continuity in time. 

As an illustration of the type of features that one could expect to extract, an example based on the scene presented in figure 6 is given. For the global scene (a), the presence of a man can be detected, and this image identified as a key-frame, if it is the first of a shot. For the video object represented in (b), the following coding features could be identified: object with highest priority label, appropriate spatial resolution and object-rate: CIF and 10 fps, respectively, object needing improved error protection. For the same object (b), several indexing features could be extracted: human being, man, talking person in seated position, formally dressed, facing the camera, very low movement, object sequence duration is 3 minutes. For the object represented in (c), examples of features that apply are: static object, background, indoor image, composed of three elements - wall, vegetation, and sofa.
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(a)
(b)
(c)
Figure 6 - (a) Scene understood as composed by two semantically relevant objects (b) and (c) for which features are to be extracted 

4.
User Interaction for Video Analysis

Video analysis, notably the segmentation of complex scenes, and their indexing with logical features, may be a very hard task. This fact has been known for many years and still “frightens” many analysis experts, in part because the problem is usually put in the most difficult conditions: real-time, fully automatic processing. The difficulties of the problem recommend a wiser approach, where, by taking benefit of the application characteristics, the analysis task is simplified. In fact, not all applications require real-time analysis, and many of them are prepared to accept a certain degree of user interaction.

As an extreme case, video analysis may be a totally manual process, generally leading to a correct selection of the significant objects and features, although with poor precision on object contour definition, and being very time (and patience) consuming. On the other extreme, a fully automatic analysis may be used, giving good results for certain types of (simple) scenes but providing quite unexpected and undesirable results for more complex scenes. None of these two solutions is usually the ideal one, and rarely any of them is mandatory.

If the application allows a certain degree of user guidance (and, at least, all non real-time applications may allow it), this can be of major help to significantly improve the analysis results. Constraints and criteria that would be difficult to introduce otherwise can then be used as a complement to the automatic analysis techniques. Furthermore, the automatic tools can learn from the user interaction and later incorporate this knowledge into the algorithms [23, 24].

The driving rule should then be to use the best automatic analysis tools and, whenever the application permits, also consider user interaction as it allows to further control the analysis process, refine the analysis results, and provide additional knowledge that can be incorporated in the automatic algorithms. User interaction appears not as a substitute for mediocre automatic tools but rather as a complement to overcome difficult cases, and allowing improvement of future automatic performance if the algorithms have learning ability.

In the context of video analysis for coding, interaction will happen not only with the user but also with the coder itself by means of coder feedback information. This feedback information allows tuning the analysis process in the current time instant or, at least, in the next one. Examples of important coder feedback information are:

· Quality of each coded object (e.g. SNR);

· Amount of bits spent to code each object, distributed among shape, motion and texture;

· Difficulties to fit the targeted bitrate budget (e.g. objects coded with quality or resolution different from the targeted solutions);

· Error conditions at the output network;

· Other relevant coder statistical outputs.

If enough details are available, e.g. the spatial distribution of the bits spent for each object, this data may also be useful to decide about the merging and splitting of regions, when only coding efficiency criteria are involved. In certain conditions, low priority objects may also be allowed to be merged.

In the following, the different types of user interaction, both for segmentation and for feature extraction, are discussed.

4.1
Types of User Interaction

The usage of automatic analysis techniques in an iterative way, allowing the user to adjust some control parameters following the results of previous iterations, can be viewed as the simplest way of user interaction in an analysis framework. However, this trial and error type of procedure can hardly be though of as an acceptable user assisted analysis procedure.

What is generally understood as user assisted analysis, is a process where the user is allowed to constrain, control and refine the analysis results, with the minimum possible amount of interaction. For that purpose, two different forms of user interaction are considered to be useful: initial user interaction, to partly drive and constraint the analysis process, and user refinement, to allow the refinement and correction of the automatic analysis results.

· Initial user interaction - The user initializes the analysis process by specifying initial analysis constraints, or even by refining some preliminary automatic analysis results, e.g. by correcting an initial automatic segmentation of the first image. In the first case, the identification of relevant objects may be indicated by “drawing” over the original image (e.g. by defining their approximate contours, by painting the area corresponding to each object, by marking the objects with a cross, a dot, etc.), or just by stating the number of relevant objects to be considered  (see example in figure 7). In the second case, the user can be presented with a partition resulting from an automatic procedure, and can then merge, split, correct those regions to identify the relevant objects (see example in figure 8), as well as correct certain features, e.g. correct the content classification. Depending on the type of user guidance, an automatic mapping of the user input into an adequate format to be used by the automatic analysis that will follow may have to be performed. Initial interaction is usually performed for some key images (e.g. the first of a shot), after which, the user-supplied information should be automatically tracked into future time instants.

· User refinement - The user is allowed to refine the analysis results, both segmentation and features, at any instant, to correct them according to the application criteria. Typical examples are the merging of several regions into one object, the adjustment of generated contours, or the correction of the image where a certain object appears for the first time and the correction of content classification. Whenever the application permits, this type of interaction allows the user to have the “final word” in terms of analysis results.

The initial user interaction is thus taken as an additional input to set the analysis process “in track”, allowing to improve its automatic performance for the rest of the time. Eventually, the user may supervise the evolution of the analysis results, correcting the undesired deviations when needed, and ideally as little as possible.
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Figure 7 - Initial user interaction by marking the image area corresponding to relevant objects
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Figure 8 - User refinement by joining automatically extracted regions (e.g. by mouse clicking) to define a (quite unhomogeneous) object
Considering the most relevant applications, it is possible to make a classification in terms of the possibility for user interaction that they allow, as follows:

· Real-time, fully automatic analysis - e.g. videotelephony without any user guidance to the analysis process.

· Real-time, user guided analysis - e.g. videotelephony with some user guidance; for example, the user may be allowed to mark in the screen the objects to be identified, e.g. foreground and background. It is possible to imagine this user guidance given by the sender or by the receiver, if a back channel is available.

· Off-line, fully automatic analysis - possible but very unlikely; it may correspond to the situation where a computationally very expensive (not real-time) automatic segmentation or feature extraction is implemented.

· Off-line, user guided analysis - e.g. content creation for a video database; the quality of the analysis results is critical and thus some user interaction, for coding and indexing, is typically used.

The classification above shows that even real-time applications may accept some user interaction. As this interaction may significantly improve analysis results, it is possible to conclude that user interaction is a very important tool to include in video analysis modules. The exclusion of this type of tools, when its use is possible in addition to the best available automatic analysis tools, would represent a waste of technical arguments towards the adequate solution of the problem in question.

4.2
User Assisted Segmentation

There are many ways for the user to interact with the segmentation process. Some of them are quite simple, while others require a more sophisticated user interface. Possible ways of initial user interaction for segmentation are:

· Definition of the target number of regions/objects;

· Definition of a set of constraints that the relevant objects must respect, e.g. position in the image, size, shape, orientation, color, type of motion;

· Drawing of a rough outline of the relevant objects over the first original image;

· Marking the relevant objects over the first original image, e.g. by means of crosses or lines;

· Improvement of a fully automatic segmentation for the first image, by merging, splitting and correcting the boundaries of the regions found, in order to identify the desired objects for further tracking.

Although user refinement should be needed as little as possible, its use may be crucial to help automatic tools at critical time instants, e.g. when dealing with occlusions, light changes, etc. Possible ways of user refinement for segmentation are:

· Merging and splitting automatically detected regions to define relevant objects;

· Introducing a new object, over one or more regions;

· Adjusting the boundaries of automatically detected regions/objects.

While some of these interactions are possible for both real-time and off-line applications, like putting a cross over the relevant objects, others are only possible for off-line applications. Interaction is typically performed for key images (usually the first of a shot, and eventually those where new objects enter the scene), producing a “good” segmentation seed that will be tracked along time, thus constraining the posterior automatic analysis.

4.3
User Assisted Feature Extraction

It is important to acknowledge that many features, notably high level indexing features, require fully manual or, at least, semi-automatic extraction, as they are usually related to quite abstract video characteristics. This is not a problem for many applications where the video material is structured off-line, such as in the case of content creation for video databases. The interaction may serve to set the features and to refine those automatically extracted. By interacting with the feature extraction procedure, the user may specify current features, such as a priority label, or he may just supply additional constraints to help the automated extraction tools, such as selecting an object for a subsequent automatic classification. Possible ways of initial user interaction are:

· Identification of scene changes;

· Choice of key (object) images to serve as basis for indexing or coding;

· Identification of the images in which a certain (type of) object appears;

· Setting a priority label for each object in a sequence;

· Setting the depth order for each object in a sequence;

· Setting the desired quality and resolutions for each object in a sequence;

· Selection of scalability layers for each object in a sequence;

· Identification of special error protection needs for each object in a sequence.

For high level features, user refinement often becomes essential due to the large amount of situations for which automatic tools are unable to reach the desired results. A typical example where user refinement is essential is for content classification of the shots in a news program, e.g. sports, politics, speakers, etc., where automatic classification often needs assistance from the user, if adequate results are to be reached. Examples of user refinement for feature extraction are:

· Correction of automatic content classification;

· Correction of automatically attributed priority labels, scalability layers, resolutions, etc.;

· Addition to, or removal of, automatically detected scene changes.

As for the case of segmentation, user assisted feature extraction is different for real-time and off-line applications. For example, it would be quite difficult to manually detect scene changes or to choose key-frames for indexing, in real-time conditions.

5.
Application Examples

The increasing request for applications where video data is processed and used following content-based criteria, such as database retrieval, remote surveillance, multimedia broadcasting, and advanced inter-personal communications, shows that video analysis technology allowing the creation, coding and indexing of content-structured video material is nowadays an important challenge. For sure, different applications will allow different types of analysis, and will require different analysis results. In any case, for a lot of applications, the key for success is very much dependent on the performance of the analysis process. For instance, in a database retrieval application the video information stored has very little value if a good indexing system is not present.

It has already been seen that two main classes of applications are relevant in terms of video analysis, due to the different amount of user guidance and processing delay that they allow: real-time and off-line applications. Examples of real-time applications are: videotelephony (see figures 9 a and b), videoconference, cooperative work, remote monitoring and control, surveillance (see figure 9 c), news gathering, remote classroom, remote expertise. Examples of off-line applications are: database content production, database retrieval, tele-shopping, entertainment applications (such as movies), games. These applications mainly differ in the time constraints imposed at the content creation moment [10], which has a fundamental impact on the analysis methodologies allowed. 

To illustrate the problematic of video analysis in the context of real-time and off-line applications, two example applications are used in this section: remote expertise and database content production.
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Figure 9 - Examples of typical real-time communications video scenes
5.1
Remote Expertise

Remote expertise is a real-time application that consists in sending/receiving audiovisual information to/from a remote place where an expert, in the field of the specific application being considered, is available.

A possible scenario is a medical emergency team that needs to contact experts to help in making a diagnose. The application can be symmetric in terms of the resources used, or asymmetric, requiring a bi-directional audio link, and a unidirectional video link. The emergency team may use a mobile video terminal to send video information to the experts. Typically, the mobile network has a limited bandwidth available. Moreover, since a conversation has to be established, delay constraints (real-time) are very important.

For this application, the capability to control the quality and resolution of the various objects in the scene is important (e.g. the remote expert will very likely need a good resolution and quality on the object associated to the injured part of the body), notably taking into account the limitations in bandwidth.

In this type of scenario, the input to the analysis module is a sequence of natural images, and it may be expected to produce, in real-time, the following analysis results:

· Video segmentation partition (consistent in time);

· Estimation for each object of priority labels, e.g. based on position, size, shape;

· Estimation of the most adequate quality level, as well as spatial and temporal resolutions for each object, e.g. based on the priority labels and other object properties, such as motion and texture variances;

· Estimation of the object error protection to use, e.g. based on the priority labels, amount of motion, type of shape, and also the type of network.

· Indexing data associated to main events, such as speaking person, zoom on the injured part of the body, etc.

Some user interaction, from the local or from the remote users (if a back channel is present), may be allowed, notably to help in the definition of the priority labels, in the segmentation of the relevant objects, or in the specification of the desired quality for each object (and the trade-off between objects). If some video material is to be stored, user guidance to set the indexing features may also be allowed. 

Although, in the context of real-time applications, feature extraction for coding currently appears to be more popular than feature extraction for indexing, this situation may change in the future when the amount of real-time generated material will significantly increase, e.g. people will want to index videotelephone calls, and home monitoring data, for later access.

The user interaction input has to be provided by means of a more or less complex interface, possibly including a touch screen, a mouse, or a pen, allowing to mark pixels as segmentation seeds, to select (automatically segmented) objects for merging, or further splitting, and to set priorities, or appropriate resolutions for specific objects. Notice that the setting of some features for an object may have an impact on the other objects features, e.g. when more quality or resolution is asked for an object, a balance will have to be worked out with the other objects, if the available bandwidth is limited. Moreover, a request to increase the perceived quality of an object needs to be translated in terms of coding quality, temporal, and spatial resolutions, and error protection.

5.2
Database Content Production

Database content production is an off-line application that prepares video content for database storage, and posterior retrieval. Recent trends require that these databases be structured according to their content, and thus video data needs to be organized - coded and indexed - using data structures and features closely associated to the (semantically) meaningful objects. Video material will be later retrieved and accessed on a content basis.

For this application scenario, the analysis process may take as long as needed, and the entire video sequence can be, in principle, analyzed before deciding on any analysis results. Having a sequence of natural images as input material, examples of analysis results that may be expected are:

· Content classification according to pre-defined criteria and categories;

· Video segmentation partition (consistent in time) and related features for coding or indexing (such as number, position, shape, average luminance and chrominance of the objects) - see example in figure 10;

· Estimation of a priority label (e.g. based on position, size, shape), for each object;

· Estimation of the most adequate quality, spatial, and temporal resolutions (e.g. based on the priority labels, and on other object properties, such as motion, and texture variance), for each object;

· Estimation of the object error protection to use (e.g. based on the priority labels, amount of motion, and type of shape);

· Detection of scene cuts;

· Object-based detection of events, (e.g. type, starting time and duration) according to pre-defined criteria;

· Identification of (object) key-images;

· Identification of the depth order for each object;

· Estimation of the adequate (object) scalability layers (spatial and temporal) to use, considering a set of envisioned access bitrates and types of networks.

For this type of scenario, the quality of the analysis results is critical for the success of the application, both in terms of indexing features as well as coding features for compression efficiency. Since delay is not critical, it is natural to expect that database content production applications intensively use a mixture of automatic analysis tools and user interaction for analysis guidance. Although user guidance should be minimized as much as possible, mainly due to cost and time constraints, the user is always given the possibility to finally adjust the analysis results. In this context, database content production is typically made in a very interactive framework where powerful automatic analysis tools coexist with very flexible user guidance input.
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Figure 10 - Example of segmentation for database content production
6.
Conclusions

Video analysis is nowadays a very requested technology in view of new multimedia applications, where content is organized in a more meaningful way and thus content-based representation, retrieval and interaction are possible. The capacity to extract high quality analysis results will very likely determine the success of many products in the marketplace, notably taking into account that analysis technology is seen as a non-normative technical area by most multimedia coding standards.

As a contribution to better understand the impact of video analysis technology in future multimedia applications, this paper discussed the role of video analysis in content-based video coding and indexing, and thus in view of efficient content-based coding architectures and content-based indexing engines, such as the ones being standardized by MPEG‑4 and MPEG‑7. The role of user interaction in the video analysis process has been debated, with the conclusion that the user should be allowed to assist the analysis process, whenever the application conditions permit. However, this assistance has to be minimized, which means that priority has always to be given to automatic tools, with user assistance having a complementary role. The discussion involved the use of some example applications, notably a real-time - remote expertise - and an off-line - database content production - application.

Following the recognition that different applications have different analysis requirements, notably in terms of the relevant features to extract, the segmentation criteria to apply, the real-time (delay) constraints, etc., it is expected that a general video analysis framework will have to be built with a powerful set of automatic tools, dealing with different analysis criteria, and providing analysis results to be combined according to the specific needs of the application being considered.

Since, whenever allowed, user guidance should be used to improve the performance of automatic analysis tools, a general video analysis framework must also include a set of tools supporting user interaction, both for initial analysis conditioning, as well as for result refinement purposes. A proposal for such a framework, named Integrated Segmentation and feaTure extraction (IST), has been presented by the authors and is currently under development (25(.

It is expected that in the near future the universe of multimedia applications will undergo a significant growth, due to the emergence of industry requested standards such as MPEG‑4 and MPEG‑7, allowing the representation and retrieval of both natural and synthetic audiovisual material on a content basis. For the success of such applications, analysis tools will have to be intensively used, exploiting all the possibilities allowed by the application scenarios.
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� In the context of applications like database retrieval, the so called logical features [7] are associated to more abstract representations of the information and their automatic extraction is harder, which implies that they are usually semi-automatically or manually extracted.


� A region is here defined as a collection of neighboring pixels that are homogeneous (or similar), according to some properties/criteria. An object is defined as a region or a collection of regions that has a semantic meaning, according to some criteria, depending on the application.


� The chroma key technique consists in having a single object in an image sequence, with all the pixels not belonging to the object assuming a carefully chosen color that is not present in the object pixels. With this procedure, the separation of object pixels from non-object pixels is straightforward (only requiring the knowledge of the filling color).
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