Binary Shape Coding Using Multi-Grid Chain Code With Motion Compensation
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�
Abstract: This paper presents a chain code based approach to efficiently code binary shape information of video objects in the context of object-based video coding. The proposed method tries to meet some of the requirements of the MPEG-4 standard, currently under development, namely efficient coding, and low delay. The proposed approach allows several modes of operation depending on the application requirements namely lossless and near-lossless coding modes. For the lossless case a pure differential chain code method is proposed while for the near-lossless case a Multi-Grid Chain Code (MGCC) technique is adopted. Also both intra and inter prediction modes can be used. For the inter mode motion compensation is applied without coding the residues. The MGCC is a near-lossless contour coding technique using a contour description based on edges, initially proposed to encode line drawings [1], which combines both contour prediction and contour simplification by using four different types of grids, used in a dynamic way. In the MPEG-4 framework, shape information is represented by alpha planes. Results for alpha plane coding with this technique of MPEG-4 video test sequences are presented in order to illustrate the several modes of operation.
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Introduction


Efficient storage, transmission, and manipulation of video data are key requirements in many multimedia environments currently being addressed by MPEG-4 [2]. To fulfil these requirements a new approach for representing video data, which relies on a content-based data representation, has been adopted. In contrast with current state-of-the-art, a scene is then viewed as a composition of Video Objects (VO) with intrinsic properties such as shape, motion, and texture [3]. Each VO is individually coded and corresponds to an entity in the bitstream that the user can interactively access and manipulate while composition information is sent in another separate logical stream. An instance of a VO at a given time instant is called a Video Object Plane (VOP).


With this content-based representation the user can then access and manipulate semantically meaningful arbitrarily shaped 2D objects in the scene, e.g. copy, cut, paste, change attributes, etc. To allow an efficient object-based representation of these objects, shape information has to be transmitted besides the traditional motion and texture information (luminance and chrominance). VOP’s shape can be either binary ( Binary Alpha Planes ( or “grey-level” ( Grey Scale Alpha Planes. In the last case, besides the contour information, also transparency is represented. Grey-level shape information has the additional feature of allowing blending of objects.


This paper presents a set of results for both lossless and near-lossless binary shape coding with intra and inter prediction modes using a pure Differential Chain Code (DCC) and a Multi-Grid Chain Code (MGCC) method. For the inter prediction mode, Motion Estimation (ME) and Motion Compensation (MC) are used to improve coding efficiency. This method is described in detail in section 3. Moreover a shape coding framework for MPEG-4 will be proposed.


The MGCC is a near-lossless chain code-based method using a contour description based on edges (sites located between the image pixels) allowing easy and efficient methods to convert from the label image to the contour image and vice-versa. 


The core technique of the MGCC method is based on normal differential chain coding using a 6-connected edge neighbourhood where only three possible movements are allowed {turn right, turn left, and straight ahead}. The main difference between normal chain coding and MGCC lays on the fact that while in normal chain code small movements are coded, i.e., all contour elements in the shape description are coded (one by one or in groups of 2, 3, ...), the MGCC combines both contour simplification and contour prediction. By using a set of movements which cannot represent all possible contour configurations inside the MGCC cells, small losses are introduced. At the same time, the method tries to increase the probability of large movements, and thus reducing the number of bits to represent the contour, by changing the position of the cells based on the previous coded symbol.


A Shape Coding Framework for MPEG-4


Taking into account the requirements expressed in the MPEG-4 requirements document [4], it may be foreseen that MPEG-4 will have to include a lossless shape coding method as well as a lossy shape coding method where losses are controlled with the smallest possible granularity. In fact while there are applications where shape information is crucial and no losses are acceptable, there are other applications where, e.g. due to the shortage of bandwidth resources, also shape information has to be very cheap and thus some (controlled) losses/simplifications have to be accepted.


This fact motivated this proposal of providing a common coding framework for lossless and near-lossless shape coding within MPEG-4 [5,6]. This commonality may bring advantages in terms of terminal complexity which is another requirement explicitly referred in the MPEG-4 requirements document.


The common shape coding framework presented here is based on chain coding. Within this approach, lossless and near-lossless variations are proposed.


For the applications requiring a complete lossless shape representation, a pure DCC technique is proposed where the chain code symbols can be grouped into sets of symbols which are then jointly coded using Huffman coding, i.e. instead of having each different symbol represented by a VLC, each VLC code word represents a fixed set of symbols. Results will be presented for 8 jointly coded symbols. 


Since not all applications require a pure lossless shape representation, the MGCC method above referred is here proposed as a near-lossless shape coding method. The small degree of degradation introduced by this method (maximum pixel error distance relatively to original shape equal to 1, i.e. only one pixel can change its label per MGCC cell) makes it well suited for applications where an accurate representation of the shape is required although allowing some small, controlled degradation. The acceptance of this small degradation must have as compensation a significant increase in terms of compression efficiency.


For non-real-time applications where low delay is not a primary requirement an object-based or VOP-based coding scheme is adopted where the shape is coded all together and thus just allowing the decoder to start decoding motion and texture information after the whole shape has been decoded. At the expense of some extra information, a Macro-Block (MB)-based coding scheme is also presented where the VOP shape is divided in MBs of 16x16 pixels that are then individually coded in a raster scanning way, thus allowing the decoder to decode the motion and texture of each MB immediately after decoding the corresponding shape.


The Multi-Grid Chain Code Technique


As stated in section 2, the core technique for the proposed method is an extension of the basic Chain Code over an hexagonal grid contour representation. The concept of Hexagonal Grid is presented in section 3.1, while in section 3.2, the Multi-Grid Chain Code technique is described.


Hexagonal Grid


The definition of Hexagonal Grid is illustrated in Figure 1, where squares denote pixels from the alpha plane and segments denote contour elements. Contour elements are active if they are between two pixels with different labels:


�	�


Figure 1. Definition and example of Hexagonal Grid


From a given site in the Hexagonal Grid, only six possible sites can be reached when tracking a contour and, therefore, there are only 6 possible movements. However, when using a differential description of the contour (as in the DCC), the amount of possible movements reduces to 3 as in the 4-connected case: {turn right, turn left and straight ahead}. Figure 2 shows the movements possible in the Hexagonal Grid when using direct and differential chain code descriptions. In order to use the differential description, the process has to keep memory of the previous movement. This can be done by keeping the direction of the previous movement: {north, south, east, west}.
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Figure 2. Example of direct and differential chain code


Note that the use of the Hexagonal Grid is not only restricted to MGCC. On the contrary, the Hexagonal Grid provides a very natural framework to handle all shape coding techniques based on contour descriptions (e.g. chain code based techniques or polygonal approximations).


Algorithm overview


Lossy and lossless partition coding approaches can be derived from the previous contour image representation. The MGCC is a near-lossless approach that uses as basic cell an area of the Hexagonal Grid. Basic cells are shown in Figure 3. A single movement is used to go through the cell. In the example of Figure 3, from the input contour element marked with 0, seven possible output contour elements can be reached, going through the cell {1, …, 7}. Each one of these output contour elements represents a different movement. If a differential chain code is used, movements can be represented independently of the input contour element. Symbol 1 is assigned to the contour element which is on the same side as the contour labelled with symbol 0 and defines the rule of symbol assignation, which can be either clockwise or counter-clockwise as can be seen in Figure 3.


�	�


Figure 3. Example of basic MGCC cells


However, a symbol does not represent a unique contour configuration. As illustrated in Figure 4, a movement (from 0 to 3 in the example) may correspond to two different contour configurations. Therefore, the decoding algorithm has to decide between two possible configurations. The ambiguity in this decision introduces coding losses. Note that the possible error is the labelling of the central pixel in the basic cell.


�		�


Figure 4. Losses introduced by the MGCC technique


Some of the MGCC symbols represent larger movements than others. This is the case for symbols 3 or 4 with respect to symbols 1 or 7. As a consequence, the more often large movements appear, the better the performance of the coding technique. In order to use as many large movements as possible, the MGCC technique changes the position of its basic cells through the grid. The MGCC combines four grids and, at each position, a cell from one of these grids is selected. This selection relies on the prediction of the contour trajectory at each site, assuming boundary smoothness.


Algorithm description


Contour representation


In order to obtain the MGCC symbols, the shape has to be represented as a contour image in the Hexagonal Grid. If the bounding box� of the shape to code has dimension NxM, the contour image will have a dimension of (2N+1)x(2M+1) (see Figure 1) from which only 2NxM + N + M sites are used . The way to construct the contour representation is by defining as active contours those contour sites (segments in Figure 1) which are between two pixels with different values in the binary alpha plane or between the border of the image (or bounding box) and a pixel of an object.


Selection and coding of the initial points


The first point to start the encoding of the shape in the contour image is selected as the first active contour site found when scanning the image from left to right and top to bottom. Therefore, the first active site is always an horizontal segment and the initial direction for the coding process can be set to east. In order to independently code each 4-connected region in the alpha plane, a different initial point will be used for each region. Therefore, after coding the contour of each connected region, the encoder has to look for a new initial point until all contour points have been coded.


The position of the first initial point has to be coded in a direct way. Since the first initial point in the contour image will be always on the first row of MBs it is coded using log2 (VOP_width) bits to code the horizontal coordinate and 4 bits (= log2 16) to code the vertical coordinate.


The coding of the subsequent initial points is done in a relative way to the position of the previous one. To do so, all possible candidates to initial points (i.e. all the horizontal edges except those in the last row) are indexed following a top to bottom and left to right scan.


Each initial point is then coded using its differential index (i.e. current_idx - previous_idx) with log2 (VOP_size - previous_idx) bits, where previous_idx is the index of the previous initial point in the shape. Therefore, the length of the word used for coding each initial point is adapted with respect to the position of the previous initial point. At the decoder side, the current index of the initial point is built adding to the decoded value the value of the previous decoded index for the current VOP.


Coding of the contour elements


The initial point is said to be the input point in a MGCC cell (site marked 0 in Figure 3). After sending the first initial point, the encoder searches for the next non coded contour elements testing each direction in the following order:


right


straight ahead


left


Priority is given to the movement right so that the contour tracking algorithm completes first every 4-connected object. After the encoder finds the exit point of the MGCC cell, it outputs the corresponding symbol from the set of possible MGCC symbols i.e. {1, …, 7} which is then Huffman coded. The contour of a 4-connected object is finished when the contour tracking reaches an already coded contour element.


Since the encoder can change the position of the cells between 4 different grids, there is no guarantee that the already coded contour element that marks the end of the contour is an output site of the corresponding MGCC cell. It may happen that the last MGCC cell for a given 4-connected object has as output site interior to the first cell that was coded for this 4-connected object. Note that interior sites are not fixed by the encoder algorithm, but just defined by the decoder. In order that the decoder can detect the end of each contour, it needs to know without ambiguities all the contour elements of the first cell. This is done by sending after the initial point one bit to tell the decoder if the second contour element is in the straight ahead direction or not. This bit is enough to inform the decoder which contour shall draw.


Rule for changing the cell type


As stated before, the MGCC algorithm uses two different types of cells which are defined by the relative position of Symbol 1 to Symbol 0 (see Figure 3): clockwise and counter-clockwise cells. The following rule for changing the cell type intends to increase the frequency of the symbols corresponding to large movements (if the output symbol is 1, 2, or 3 then the type of cell is changed):





Output Symbol�
Prev. Cell Type�
Next Cell Type�
�
1,2,3�
Clockwise�
Counter-Clockwise�
�
�
Counter-Clockwise�
Clockwise�
�
4,5,6,7�
Clockwise�
Clockwise�
�
�
Counter-Clockwise�
Counter-Clockwise�
�



Rule for changing the grid type


As stated before, the MGCC algorithm uses four different types of grids which are selected in an adaptive way. This selection relies on the prediction of the contour trajectory at each site and tries to increase the frequency of the symbols corresponding to large movements. Therefore, the contour is assumed to continue with the previous trajectory and the grid is adapted in order to code the predicted trajectory with the largest possible movement. An example of this technique is presented in Figure 5, where the basic grid is changed (the position of the cell used for the second movement has been modified) so that the second part of the contour can be coded using movement 4. In Figure 6 the same contour is coded with MGCC symbols without changing the basic grid. As can be seen, an extra symbol is needed to code the same contour.


�	�


Figure 5. Example of MGCC with grid adaptation


�	�


   �


Figure 6. Example of MGCC without grid adaptation


Decoding of the contour elements


At the receiver side, for each MGCC cell, the input and output contour sites are known. However, the interior sites have to be defined by the decoder. Interior sites have to be defined in such a way that no cell input or output contour site be marked twice.


Macro-Block Based Coding Scheme


As stated in section 2, for real-time applications where low delay is a primary requirement the decoder must be able to start the complete decoding process - contour, motion and texture - as soon as possible. To cope with this requirement, a MB-based coding scheme is here presented where the binary alpha plane is divided in MBs of 16x16 pixels and each MB is independently coded, in a raster scanning order.


For this scheme, inter shape prediction can also be applied by using a ME/MC technique. In this case, each alpha MB is coded by motion compensation without coding the residues.


For coding purposes each MB is classified into three categories:


transparent (all MB alpha values are 0)


opaque (all MB alpha values are 255)


boundary


For the first two types only a MB type is sent, while for the boundary MBs motion estimation is performed and based on the Sum of Absolute Differences (SAD) between the current MB and the best prediction an inter/intra coding mode decision is made. In the Binary case, the SAD between two MBs is just the number of alpha values that differ in the two MBs. Based on this information, a MB can be coded in one of the following four modes:


transparent : no need to send any information besides the MB type - mb_transparent


opaque : no need to send any information besides the MB type - mb_opaque


intra : the MGCC scheme applied to a MB


inter : besides the MB type a motion vector with two components is sent (one for the vertical coordinate and another for the horizontal coordinate).


Intra/Inter Coding Decision


A MB is coded in intra or inter mode depending on the value of the SAD of the best prediction and the value of a control parameter called alpha threshold (a thr). The rule for choosing intra or inter mode is the following:


if  (SADbest prediction < a thr)


	mode = inter


else


	mode = intra


Alpha Motion Estimation / Compensation


Motion Estimation


Motion estimation is performed on a MB-based mode. Since the shape of the VOPs can change from the previous time instant to the current one, the absolute frame coordinate system is used for referencing all of the VOPs in order to ensure the consistency of the motion compensation.


In order to perform the motion estimation the VOP bounding box is extended on the right-bottom side to multiples of the MB size, setting to zero the extended alpha plane pixels. The comparisons are made between the current alpha MB and the displaced alpha MB in the previous reconstructed alpha plane. A full search around the original MB position is used with a maximum displacement of [-16, +15] integer pixel positions.


The (x, y) displacement given the smallest SAD is chosen to give the alpha MB motion vector.


Differential Coding of Motion Vectors


When using inter mode coding, the motion vectors must be transmitted. The motion vector components (horizontal and vertical) are coded differentially by using a spatial neighborhood of three motion vectors already transmitted (Figure 7). In the case where the MB is in the border of the current alpha plane, the following rules are applied according to the number of candidate predictors outside the VOP alpha plane:


If the MB of one and only one candidate predictor is outside of the VOP, the corresponding motion vector candidate predictor is set to zero.


If the MBs of two and only two candidate predictors are outside of the VOP, the corresponding motion vectors candidate predictors are set to the third candidate predictor.


If the MBs of all candidate predictors are outside of the VOP, the corresponding motion vectors candidate predictors are set to zero.


The alpha motion vector coding is performed separately on the horizontal and vertical components. For each component, the median value of the three candidates for the same component is computed:


� EMBED Equation.2  ���


The motion vector differences, given by the following expressions for each component, are then VLC encoded:


� EMBED Equation.2  ���





�


Figure 7. Motion vector prediction


Motion Compensation


The decoder computes the current motion vector in the inverse way using the motion vectors from the previous decoded MBs and adding the decoded current motion vector difference as follows:


� EMBED Equation.2  ���


Where Px and Py are computed in the same way as for the encoder.


After computing the current motion vector, the decoder gets the corresponding alpha MB in the previous reconstructed alpha plane.


Results


This section presents the results for the coding of the alpha planes for two layers of the MPEG-4 sequence “Children”, called “Kids” and “Logo”. Figure 8 presents one frame of each layer and the corresponding alpha plane.





�	�


�	�


Figure 8. “Kids” and “Logo” layers and corresponding alpha planes





Table 1: Bits/VOP - MB-based coding scheme


(Intra and Inter modes)�
�
�
�
�
�
�
�
DCC�
�
�
MGCC�
�
�
�
a thr = 0�
a thr = 4�
a thr = 8�
a thr = 4�
a thr = 8�
�
Kids�
4113�
2791�
1954�
2831�
1948�
�
Logo�
2401�
1870�
1550�
2528�
1611�
�



Table 2: Bits/VOP - MB-based coding scheme


(only Intra mode)�
�
�
�
�
DCC�
MGCC�
�
Kids�
4387�
4329�
�
Logo�
5595�
5154�
�



Table 3: Bits/VOP - VOP-based coding scheme


(only Intra mode)�
�
�
�
�
DCC�
MGCC�
�
Kids�
1859�
1615�
�
Logo�
3419�
3026�
�



As can been seen from tables 1 and 2, for lossless coding in the MB-based scheme (i.e. DCC method with athr = 0) the inter coding mode shows some reduction in the number of bits used; this is more visible for the “Logo” layer due to the pure translational motion of some parts of this sequence.


Table 3 shows the significant reduction in the bitrate achieved by the VOP-based scheme (i.e. the whole alpha plane of the VOP is coded together) relatively to the MB-based scheme. As it can be seen also in this table, the MGCC method allows a 10% reduction in bitrate for the alpha channel coding relatively to lossless coding.


Concluding Remarks


A chain coding based method for binary shape coding has been presented which allows both lossless and near-lossless coding for object-based video coding. The proposed scheme can also be used in applications where low-delay is required by using the MB-based scheme where the shape is coded in MBs in a raster scanning order instead of as a whole.
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� The tightest rectangle containing the shape of the object, minimising the total number of macroblocks with alpha values.








