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ABSTRACT:  This paper  analyses and discusses the vision and the goals currently driving the MPEG4 standardisation effort. The analysis will mainly be focused on the coder architecture and its implications. Finally, the solution adopted for the first MPEG4 video verification model will be briefly presented.

1. MPEG4: vision and context

According to someone who should know a lot about it, “Standardisation used to be a slow process, in many cases a posteriori, e.g. after the success of a specific industrial solution in the market place, the reason being that a group of interested industries can swiftly agree and develop the necessary specifications and technology“ [1]. Among the many comments you may hear about MPEG4, this will certainly not be one of the most common.

Unlike in MPEG1 & 2 where the scope and the technology were quite well known when the project started, MPEG4 was born in a period of quickly changing conditions. In fact, MPEG4 was faced not only with a continuously evolving situation in terms of computing power, memory and programmability, but also with a changing landscape in terms of image processing and representation technology. These developments made it more difficult to have a clear view of the MPEG4 scope. In a certain sense, it may be said that our intuition detected the need to do ‘something’ but the precise direction was not evident because of the continuously changing conditions created by the ‘proliferation’ of digital technology in many fields, blurring the frontiers of previously clearly separate technical environments. 

After many discussions, misunderstandings and ‘great ideas’, MPEG4 has now found an identity that can supply an answer to the emerging needs of application fields ranging from interactive audio-visual (AV) services, e.g. content-based AV database access, games or AV home editing, and advanced AV communication services, e.g. mobile AV terminals, improved PSTN AV communications or tele-shopping, to remote monitoring and control, e.g. field maintenance or security monitoring.

 “What does it mean, to see ? The plain man’s answer (and Aristotle’s, too) would be, to know what is where by looking. In other words, vision is the process of discovering from images what is present in the world, and where it is.” (D. Marr, [2]). Curiously, the experts involved in MPEG4 have looked for a ‘vision’, for a long time, also by trying to discover what is present in world and which are the needs that MPEG should fulfil.

Most of the available approaches to video representation just want to fulfil the function of making vision possible in the sense mentioned above, by extending our vision range to places and times where we have never been. H.261, H.263, MPEG1 and MPEG2 do it very well for the applications they are targeted. 

But “vision allows me to decide what actions to make.” [3]. If, after seeing and understanding, you want ‘to complete’ the act of seeing by taking actions, what is very common in every day life, you need for sure that the world which has been presented to you is prepared to follow your actions. MPEG4 is the first moving pictures representation standard that wants to make the jump from seeing to taking actions, from passivity to activity. Since human beings do not want to interact with abstract entities, such as pixels, but rather with meaningful entities that are part of the scene, the concept of content is central to MPEG4.

Integration is another important idea underlying MPEG4. In fact, due to its complex nature, image research has in the past been split and addressed in many technical areas that studied it in a more or less independent way. MPEG4 recognises that it is time to invert this situation and to provide a framework where the audio-visual information can appear and be processed in several different ways. This means that MPEG4 wants to consider and harmoniously integrate natural and synthetic audio-visual objects, including mono, stereo and multi-channel audio, as well as either 2D and 3D, and either mono, stereo or multiview video. This integration course should be extended also to the audio-video relation to exploit the mutual influence and interdependence between these two types of information. Finally, the integration course is to be applied to the analysis and coding tools used since the important thing is to use the best tools for each task; the message is that MPEG4 wants to provide new capabilities and, to do it well, all available tools will be considered and evaluated based on the same performance criteria. This overall integration strategy should make MPEG4 provide a standardised environment where a more global approach to audio-visual representation is taken.

The rapidly evolving technological environment of the last years showed in a clear way that standards which do not take into account the continuous development of the hardware and of the methodologies and just want to fix a solution, risk to become obsolete relatively soon. The last main direction underlying MPEG4 is flexibility and extensibility. These features are essential in the current moving technological landscape and should be provided by a syntactic description language called “MPEG4 Syntactic Description Language (MSDL)”. According to the MSDL specification document [4], “The MSDL is a language for describing audio-visual scenes based on algorithms for decoding the audio-visual objects, and algorithms for compositing of these objects in a scene, describing inter-relationships between them.”. In conclusion, the MSDL should give MPEG4 the capability to keep improving by allowing the smooth integration of new developments. The limits of this extensibility are still to be identified and they depend on some difficult technical issues currently under discussion at the MPEG4 MSDL sub-group. An example is the implementation of MSDL programmability level 2 where the decoder can, not only build new algorithms by selecting and linking pre-defined objects (level 1), but also by ‘learning’ new tools downloaded by the encoder [5]. 

In the definition of the official MPEG4 focus, the three main driving forces mentioned above - content, integration and, flexibility and extensibility - have been matched in a vision of the technological world, where the convergence between the telecommunications, computer and TV/film areas is growing, leading to the mutual exchange of elements, formerly typical for each one of these areas. The basic idea is that there is a clear trend towards AV terminals and interactive AV services that can use any combination of delivery media (either transmission channels or storage media), including both the fixed broadband and the mobile narrowband environments. The main trends are thus interactivity, notably with content, universal access, notably wireless, and the generalised introduction of visual information to many types of applications, of course with the highest possible compression efficiency. The belief that MPEG4 needs to happen and has the conditions to happen is supported by the recent development in terms of materials and technologies, e.g. semiconductors, processors and memory, flexible displays, software programmability and downloading capacity, the continuous appearance of new tools and algorithms, e.g. digital authoring tools, image analysis, content-based representations and 2D/3D computer graphics tools, and the growing request of new AV applications, e.g. with interactivity, with content-based capabilities or with universal access. 

1.1 The Functionalities

The target of MPEG4 is thus to provide a new coding standard, supporting new ways of communication, access and manipulation of digital audio-visual information, offering a common solution to the various worlds converging in this universal interactive audio-visual terminal, we hope the future MPEG4 terminal. In this sense, MPEG4 does not want to address any specific application but prefers to support as many clusters of functionalities which may be useful for various applications as possible. This functionality-based strategy is best explained through the eight ‘new or improved functionalities’, described in the MPEG4 Proposal Package Description [6]. The eight functionalities come from an assessment of the functionalities that will be useful in near future applications, but are not or are not well supported by current coding standards. There are also several other important, so-called ‘standard’, functionalities, that MPEG4, just like the already available standards, needs to support as well, such as synchronisation of audio and video, low delay modes, and interworking. The standard functionalities will be provided by available technologies as long as they prove to perform well.

The eight new or improved functionalities have been clustered in three sets - content-based interactivity, compression and universal accessibility - depending on which one they primarily address. Note that the three sets of functionalities are not orthogonal and that a functionality may well contain characteristics of a set in which it was not classified. The new or improved functionalities of MPEG4 are:

· 
Content-based interactivity
- Content-based multimedia data access tools

- Content-based manipulation and bitstream editing

- Hybrid natural and synthetic data coding

- Improved temporal random access

· 
Compression
- Improved coding efficiency


- Coding of multiple concurrent data 
streams

· 
Universal access


- Robustness in error-prone environments
- Content-based scalability

The current set of new or improved functionalities resulted as a compromise between the various sentiments present in MPEG at the time of its definition. These functionalities are not all equally important, neither in terms of the technical advances they promise, nor the application possibilities they open. Moreover, they seem to imply a few rather ambitious goals which, although important and in line with the MPEG4 vision, can only be reached in due time, and provided that a proper terminal architecture be available.



Figure 1 - AV scene with 5 AVOs, 2 with AOC 

A detailed analysis of the functionalities confirms the presence of the main MPEG4 driving forces. Content-based scalability requires content-based AV representation methods where the AV content corresponds to entities that may be independently accessed and manipulated (content-based multimedia data access tools and content-based manipulation and bitstream editing are in the same line). Hybrid natural and synthetic data coding and coding of multiple concurrent data streams express the need for the integration of other types of AV sources beside conventional natural audio and (mono) video. Lastly, robustness in error-prone environments is considered, following the recognition of the interest in performing joint source and channel coding to better protect AV information, under difficult error conditions. 

The term ‘functionality’ seems less adequate for ‘improved coding efficiency’ which claims “MPEG4 shall provide subjectively better audio-visual quality at comparable bitrates compared to existing or other emerging standards” [6]. In fact, this functionality does not refer to a capability that users may choose to use depending on their needs, but it just expresses the will (or requirement) that the representation providing the listed functionalities be as efficient as possible (for a target quality or target functionalities). Although the current MPEG4 work takes into account all the mentioned driving forces, some of the goals may initially get a higher priority.

2. representing audio-visual scenes for interaction

Since MPEG4 wants to provide the ability to interact with the audio-visual scene content, it is essential that the scene is structured in terms of audio-visual objects (AVOs) which become accessible AV units. Generally, an AVO may have associated: only a video object component (VOC), only an audio object component (AOC) or both components. However, it may be expected that, typically, an AVO has almost always a VOC and may or may not have an AOC. In fact, it may be expected that, if an audio source is present in a scene, the visual information corresponding to it will very likely be identified and integrated with its audio in one AVO with both types of information. Since it is very likely that many objects in the scene will not have an audio component, AVOs will often appear only with a video component. However, it may also happen that the audio component associated to a certain AVO, is effectively produced by another AVO. For example, if there is a background AVO with an audio component (e.g. music) associated with it, it may make sense to associate this audio component with foreground objects that do not have their own audio component. This means that the selection for display of one of these AVOs alone would use its own VOC and the AOC of an associated AVO.

In conclusion, an audio-visual scene may be understood as a composition of AVOs, according to a script that describes their spatial and temporal relationship. The example in figure 1 could be structured in five AVOs - background, tree, girl, sun and car - two of them may have an AOC - girl and car.

The specific characteristics of the audio and video components of the various AVOs may be very different. The audio component may be either synthetic or natural, either mono, stereo or multi-channel (e.g. surround sound). The video component may also be either natural or synthetic, either 2D or 3D, and either mono, stereo or multiview.



Figure 2 - Encoder architecture



Figure 3 - Decoder architecture

In the following sections, this paper will mainly address the video component, notably the case of arbitrary shaped, 2D VOCs. This type of VOC will be referred as a Video Object Plane - VOP [7].

3. A NEW architecture For the representation of visual information

The new MPEG4 functionalities require a representation environment or architecture that uses a data structure different from MPEG1 & 2, because meaningful parts of the visual information must be accessible for interaction and manipulation.

3.1 Encoder and Decoder Architectures

Figures 2 and 3 depict the encoder and decoder parts of a new representation architecture for the visual information, allowing the functionalities addressed by MPEG4, considering arbitrary shaped, 2D video components. The architecture proposed here does not show the details of the coding block; these will be addressed in the next section. For simplicity, mainly the encoder will be described in the following, since this is the place where the most important decisions have to be taken (from a representation point of view). 

The main idea behind the proposed architecture is that a scene is composed by several AVOs. The individual access to each of these objects requires that the scene is represented as the composition of the various objects which are later put together at the receiver side, to re-build the scene.  

The encoder architecture here proposed consists of four main blocks addressed in the following.

3.1.1 VOP Definition

The VOP definition block has the very relevant task of defining the objects in the scene which are meaningful and interesting and with which some independent interaction and manipulation should be possible. This means these objects have to be represented in a way allowing easy access, possibly independently of any other object in the scene.

The composition of the scene through VOPs will be made by means of the so called alpha planes (component a) or (-channels which for each VOP represent, the blending contribution for every part of the scene. This composition follows very likely semantic criteria and it is related to the scene content and to the application in question; it is by no means determined by coding efficiency reasons. This fact distinguishes this semantic ‘segmentation’ of the scene from the eventual segmentation done within a specific VOP for coding efficiency purposes.     

The VOPs do not need to correspond to connected regions (this means a VOP may be formed by many non-connected parts of the scene, for example the two newsreaders in a typical television news program, as exemplified in the MPEG4 News test sequence). Moreover, a VOP may have a synthetic content and this means that the adequate representation methods have to be used. 

It is important to note that the VOPs do not necessarily have (and indeed should not have) the same spatial and temporal resolutions since their types of content may be different and therefore they should be represented according to the intrinsic characteristics of that content. This also means that the representation is independent of the display and, consequently, that a one-to-one mapping of the coding and presentation data structures is not mandatory - a situation that could be expected in a content-based standard. This independence is also highlighted by the possibility that the video information displayed is just a ‘window’ in the scene that was ‘accumulated’ over a certain period of time and, that is available both at the transmitter and receiver sides. A simple example is the continuous construction over time of the background, which may have at a certain moment a dimension much larger than the background actually displayed. This information can be used not only for prediction purposes, but also for user interaction (see section 3.1.5)   

The VOPs may be initially available, already with different spatio-temporal resolutions or the adequate spatio-temporal compromise may be determined in the corresponding YUVa coding block. The choice of this compromise may also take into account a priority label indicating the semantic relevance of each VOP, if this label is available. To increase the manipulation capabilities, it may be interesting to consider hierarchies of VOPs, associated to different degrees of accessibility. For example in figure 1, the VOP corresponding to the car can be divided in accessible ‘sub-VOPs’, corresponding to the wheels, to the windows and, to the chassis.

The definition of the VOPs may be done in multiple ways, such as by automatic or semi-automatic (with human guidance) segmentation, by hand-segmentation or they may always have been available if the scene was created as a composition of material (VOPs) taken from different sources. The implication is that the complexity of the VOP definition process and the characteristics of the VOPs have a tight relation to the type of the source information and to the stage in the production chain where the VOPs are defined. 

Naturally, the conditions under which the VOPs are defined determine the way they can be used and, vice-versa, some applications have requirements (such as delay) that impose strong constraints on the VOP definition process.

To allow a representation environment that is as general as possible, no restrictions should be imposed on partitioning a scene into VOPs  (such as a maximum number or formats).

At least, three special cases of VOPs deserve a closer look:

Case A) Only 1 VOP (2D) - In this case, the VOP representation defaults to the well known case of one scene - one object - one frame, used in the currently available standards. It is relevant for real-time applications, in which only automatic segmentation can be used for the video frames coming directly from the camera. In this situation, having just one VOP may be the best choice, since the results of a fully automatic scene partitioning are in general (and currently) not very useful, unless a very constrained situation is present. 

Case B) Two or more mutually disjoint VOPs, resulting from the segmentation of a 2D scene - This case corresponds to the partitioning of the scene into several VOPs, using conventional 2D video frames as input. The VOPs can employ different spatio-temporal resolutions. The segmentation may be automatic, depending on the application. The particular configuration of two VOPs can be useful in real-time applications: a simple segmentation algorithm may allow the selective improvement of the quality of the speaker in a videophone communication. However, case B is likely to be used more  frequently in content-based interactive applications where the source information is (already) in the form of 2D frames.

Case C) Two or more VOPs, resulting from the composition of the scene from several sources - This case supposes that data is available early in the production process. The scene is basically a composition of separate objects, very likely with different properties, such as resolution. There is no need for segmentation methods, as the segmentation information (e.g. the (-channel) is explicitly available. For some of the AVOs, a 3D video representation may be available, even if only its 2D projection is used. This case is typical of content-based interactive applications where the source information is available early in the production process and there are no critical time constraints.

3.1.2 Coding Control 

The coding control block has the control functions in the proposed architecture. One of the main functions of the coding control block is the distribution of the available bits among the various VOPs, taking into account their characteristics. This distribution may have to be iteratively updated using feedback information coming from the multiple VOP coding blocks (for example, if the bits are not even enough for the (-channel information of a particular VOP). Under constant bitrate conditions, the coding control also includes the bitrate control function.

The coding control block can also be assigned the task to signal synthetic VOPs so that the adequate coding tools are used and the data is not considered to be coming from a natural source (if this information is provided by the VOP definition block). In some conditions, it is possible that the coding control may have a say in the VOP definition process, such as by asking to merge VOPs with lower priority, if too much shape information has to be transmitted.

3.1.3 YUVa Coding

The YUVa coding block has the target to represent the luminance, chrominance and alpha information in the most efficient way by using the available coding tools. The coding control block may provide to this block some information regarding the target quality or the available bits for the corresponding VOP. 

Since VOPs have neighbours (or overlap), and all VOPs together build the scene, it is evident that the independent coding of all VOPs implies that some information is coded twice, notably the alpha information. To improve the global compression performance, it should be possible that VOPs interact and use each other’s coded information, e.g. when the contour of VOPX is built by using the contour information of VOPY and VOPZ. It must however be noted that this impacts on the manipulation capabilities and the bitstream syntax itself may have to be more complex. 

This block will be addressed with more detail in the next section.

3.1.4 Multiplexer

The multiplexer block has the usual task of multiplexing the output data. In this case, the data will have the particular characteristic of being organised by VOPs, which is a layer that was not present in the well know MPEG1 & 2 spatio-temporal structure - Sequence, GOP, Picture, Macroblock and Block. If necessary, other layers beneath the VOP will have to be identified and their definition will depend on the coding tools. Since VOPs are now the basic spatio-temporal video units, it is expected that just one layer exists above the VOP layer to transmit some global characteristics of a video sequence.

3.1.5 Content-based User Interaction

As already mentioned, the main target of MPEG4 is to provide a representation that allows content-based user interaction. This type of functionality is well represented in the so called ‘MPEG4 new or improved functionalities’ and requests, as explained, an adequate video data structure (or, more accurate, an adequate audio-visual representation architecture).  In fact, content-based interactivity is basically related to the data structure, and actually fairly independent of the coding techniques used for each accessible unit. This does not preclude some coding tools from being more efficient than others for certain types of data, but this is already a question of efficiency and not of provision of the functionality.   

In figures 2 and 3, four types of user interaction have been indicated that deserve a closer look:

I) User interaction at the receiver side (cases 1 and 2) - For these two cases, user interaction is allowed just in the context of the receiver. 

Case 1 - User interaction with the composer - Using MSDL terminology, this case corresponds to a change of the compositing script coming from the transmitter done at the composer. This case can include, among others, the following actions:

· 
change of the spatial position of an object (VOP) in the scene

· 
application of a spatial scaling factor to an object in the scene

· 
change of the ‘speed’ with which an object moves in the scene

· 
inclusion of objects (VOPs) available at the composer but not currently in display

· 
deletion of an object in the scene

· 
change of the scene area being displayed

The mentioned actions imply a more or less complex implementation, depending on the application, on the way VOPs have been defined, etc.

The possibility to change the scene area to be displayed supposes that the VOPs have a wider area than that in display. A simple example is the case of a background that was built along the sequence and that, at a certain moment, is much larger than the part actually displayed. The same may happen for foreground objects that, at a moment, are only partly displayed. This action basically allows the user to ‘forget’ the compositing script coming from the encoder and ‘travel in the scene’ following his own script. This means that the user, instead of ‘being pushed’ by a script from the transmitter, ‘pulls’ his own script.

The deletion of objects in the scene is another case that may give rise to interesting questions. If the scene was segmented using a conventional 2D frame as input, the deletion of an object may create a ‘hole’ in the scene (if the hole was not previously filled when, for example, that part of the background was uncovered). This will not happen, for example, when the scene is composed by means of chroma-key techniques where the deletion of a foreground object will just uncover background. The definition of techniques to solve this type of problems is still an open issue.   

Case 2 - User interaction with the decoder - This case corresponds also to a change of the compositing script. An example is the display of only a part of the VOPs; in this situation, some VOPs do not need to be decoded, lightening the task of the decoder. This type of interaction can also be made through the composer, if it has the possibility to communicate to the decoder the adequate control information. 

II) User interaction at the transmitter (cases 3 and 4) - For these two cases, user interaction has implications in the transmitter, either in the encoder or in the multiplexer. This type of interaction requires the availability of a return channel. 

Case 3 - User interaction with the multiplexer - This case corresponds to the situation where the user wants to influence the compositing script before transmission. An example is the situation when the user wants to avoid the transmission of some VOPs, e.g. due to bandwidth limitations. This may be the case when the user is accessing a multimedia data base where all data is previously coded and he just wants to receive (and perhaps to pay for) a certain number of interesting AVOs.

Case 4 - User interaction with the encoder - In this case, the user wants to influence the way the various VOPs are coded and transmitted. In MSDL terminology, the user wants to define the content information, for example to selectively improve the quality of some VOPs, to change their spatial and temporal resolutions, etc. This type of action implies that the coding itself still has to be done or that the available coded bitstream is scaleable.

The consideration by MPEG4 of these four cases of user interaction is still not clear, at least according to the last version of the MSDL specification document. However, it is very likely that they will be included in the future.

3.2 Representation and Coding Architectures

The previous discussion highlights that two kinds of architectures will play an important role within the MPEG4 work: the representation architecture and the coding architecture:

I) Representation Architecture - The global representation architecture defines the organisation of the information and the data structure. This architecture and the corresponding data structure basically define the type of functionalities that can be made available to the user. This means that, independent of the coding techniques that will be used for each VOP, the input visual information has to be structured in such a way that the basic MPEG4 targets are achievable, notably the independent manipulation of content. As a consequence, this architecture also has an important impact on the bitstream syntax. As stated before, the representation architecture described here ‘understands’ the scene as a composition of various video objects, associated to the corresponding VOPs.

II) Coding Architecture - The second important architecture is the coding architecture, as it is already present in previous moving pictures representation standards. Presently however, the coding architecture must deal with a specific part of the scene (VOP) which was defined as an accessible unit, and can carry semantically meaningful information. The main objective of the coding architecture is to achieve the best quality with the available resources or to achieve a target quality with the smallest amount of resources.

To make the difference between these two architectures more clear, one might say that a coding architecture similar to the one used for MPEG1 can be used in MPEG4 (at the VOP level), provided that the representation architecture structures the information in a way which is adequate to perform the required content-based functionalities.  

3.2.1 Advantages of Having a Representation Architecture in MPEG4

The first advantage of the definition of a representation architecture for MPEG4 is that it can improve the coordination between the multiple MPEG4 sub-groups, e.g. video, MSDL, SNHC (synthetic and natural hybrid coding), by providing them a reference environment where they can ‘meet’.

Moreover, the proposed representation architecture has the following advantages:

·  It clearly shows that MPEG4 wants to be a content-based representation standard independent of any specific coding technology, bitrate, scene type of content, etc. This means it shows at the same time why and how MPEG4 is different from previous moving pictures coding standards.

·  It highlights the new functionalities that MPEG4 will provide by understanding a scene as a composition of objects. The global architecture particularly eases the understanding of functionalities, such as the content-based scalability or the content-based error resilience, since each relevant content is associated to a data layer where it is easy to apply different coding parameters. 

·  It helps the MSDL development since it describes in a simple way the composite nature of a scene in terms of objects. Moreover, it highlights the independence of the various VOPs and thus the natural possibility to represent each VOP depending only on its own characteristics.

·  It provides an easier approach for computer graphics experts since concepts such as the alpha planes or the composition of the scene by objects, are already familiar in the computer graphics world. The contribution of computer graphics experts is essential for the integration of synthetic and natural objects in a scene.

·  It shows that the VOP definition process does not have to be standardised as a part of the representation standard. Although the definition of the VOPs may be done in many ways and following different requirements, it does not have an impact on the coding tools which should be generic enough to take into account all possible VOP characteristics. Since the VOPs clearly have a meaning associated with them (through their content), their definition will be determined by the application and corresponding semantic criteria. As a matter of fact, the separation of the VOP definition and coding blocks has many advantages: 

* It highlights the fact that the MPEG4 standard is general in the sense that the VOP definition may be explicit, automatic, semi-automatic or fully manual (as mentioned in section 3.1.1). MPEG4 just needs to efficiently represent the VOPs, it does not need to specify ways to obtain them.

* It allows the easy integration of better VOP definition methods in the future (for those cases where this definition is not explicitly available from the beginning).

In conclusion, the proposed representation architecture ensures that MPEG4 will be a generic standard in the sense that it provides the tools to represent a scene as the composition of multiple objects or VOPs, independent of the way this VOPs have been generated or the application in question.

4. The Coding block

Following image coding tradition, the main task of the coding block is to efficiently represent the information in each VOP. As noted, the interaction between VOPs at the coding level may be used to increase the compression efficiency, provided this does not imply an unacceptable loss of support for the other functionalities, notably the content-based access.

The analysis of the representation architecture that was described shows that two types of information have to be transmitted:

1) (-channel information which indicates the form and the position of the several video objects (VOPs)

2) YUV information carrying information about the texture of each VOP

The (-channel information may be binary, for completely disjoint VOPs (only shapes have to be transmitted), or coded with n-bits (n >1), when blending is needed. The (-channel information may be coded using techniques such as runlength or quad-trees.  

Because spatial and temporal redundancy still have to be reduced, it is easy to foresee that the YUV information will be represented through a predictive scheme. The predictive scheme will have to detect and compensate the global and local motion to reduce the prediction error. Also this prediction error will have to be transmitted, if quality requirements demand so. 

Since spatial and temporal redundancies are related to parts of the scene (and thus of each VOP) with arbitrary shape, the prediction process may be implemented using arbitrary shaped regions or using fixed shape regions, like the concepts of block and macroblock that are used in many existing video coding standards. The compromise here is between the price of transmitting the contour of arbitrary shaped regions (and with high spatial and temporal redundancy) and the savings in terms of motion and texture bits due to a better exploitation of redundancy and thus a better prediction. The choice of the type of regions (arbitrary or fixed shape) may be different for motion and for texture coding; this means that it is possible to have e.g. a region-based motion compensation and a block-based prediction error transmission. In any case, it seems that the block-based approach can always be taken as a special case of the arbitrary shape approach, where shape information is for free.

This fact highlights clearly that generally two types of segmentation should be distinguished in the context of the representation architecture:

· 
Segmentation for representation - This segmentation is necessary for the VOP definition, when starting from a sequence of conventional 2D video frames.  It basically follows semantic criteria corresponding to the application in question. Segmentation should lead to a set of meaningful VOPs which are subsequently available for access and manipulation.

· 
Segmentation for coding - This segmentation is made for compression purposes and thus each VOP is divided in a set of regions which are considered homogeneous in some way, and for which the spatial and temporal redundancy will be reduced through prediction. Mainly compression efficiency criteria apply, as the regions are not meant to be used for any user controlled interaction.

Note that the two types of segmentation may either coexist or be used independently. This means three cases are possible: i) the VOPs are defined through an automatic segmentation and, after that, each VOP is coded using an arbitrary shape region-based approach for the motion or for the texture; ii) the VOPs are explicitly available (no need to do segmentation for representation) or there is only one VOP and the coding is basically arbitrary shape region-based; iii) the VOPs are defined through segmentation of 2D video frames but the coding is not region-based.

This paper does not pretend to provide a solution for the coding block in the context of MPEG4. Many solutions are possible, each one with advantages and disadvantages.  The fundamental issue is that MPEG4 has to provide a solution that fulfils its basic requirements and functionalities, that is at the same time feasible and efficient, answering in an adequate and successful way to the market needs.

6. recent mpeg4 developments

Similar to the procedure applied to the development of MPEG1 & 2, the definition of the tools that will integrate the MPEG4 standard will be done through the, so called, core experiments process based on a coding model. In MPEG4, this coding model is known as the verification model (VM). The VM is a completely defined encoding and decoding environment such that an experiment performed by multiple independent parties will produce essentially identical results [8]. New tools can be integrated in the VM, substituting other tools,  when the corresponding core experiment has shown significant advantages in this integration. 



Figure 4 - VM encoder structure

The first MPEG4 video VM has been defined at the Munich MPEG meeting, held in January 1996. The main characteristics of this VM are presented in the following sections.

6.1 VM Representation Architecture

The representation architecture adopted for the first MPEG4 video VM is based on the concept of VOP, such as it has been described in this paper (in fact, the author was one of the proposers of this architecture) [9]. The encoder architecture is presented in figure 4. The scene is ‘understood’ as a composition of VOPs with arbitrary shape. The method to produce the VOPs is not considered in the MPEG4 VM. This means the VM is able to code video scenes with more than one VOP, if the scene is, by some means, previously structured in VOPs.

The VOPs may have different spatial and temporal resolutions and each VOP has assigned a composition order. The composer uses a recursive blending of the VOPs, such as it was defined in the document specifying the MPEG4 tests [8]. The (-channel information may be binary or represented with 8 bits.

6.2 VM Coding Architecture

Following the results of the MPEG video subjective tests [10], the coding tools used in the VM to code each VOP are basically those already used in the available video coding standards, notably ITU-T H.263. In terms of texture and motion coding, the only difference with ITU-T H.263 is the possibility to separate, at the VOP level, the motion and texture information. Moreover, only I (intra) and P (predicted) VOPs are allowed; however, the introduction of a B (interpolated) prediction mode is already foreseen.   

To code the VOP shapes, a quad-tree scheme is used, both for binary and grey scale (n-bits) masks.  Since some of the macroblocks to be coded may fall over the VOP contour, a padding technique had to be specified.

6.3 VM Bitstream Syntax

The MPEG4 video VM bitstream syntax considers only two layers: the session layer and the VOP layer. 

The session layer encompasses a given span of time and contains all the video information needed to represent this span of time without reference to information in other session layers. In an MPEG4 communication, at least one video session layer has to exist, but the transmitter can create as many as it needs. The VOP identifier (5 bits means a maximum of 32 VOPs) and the session width and height (in pixels) are defined in this layer. These width and height are the width and height of a frame, if only one VOP is identified in the scene.

Beside the VOP coded data, the VOP layer contains other syntactic elements, such as the VOP identifier, the VOP temporal reference, the VOP visibility (VOP displayed or not), the VOP composition order (for blending), the VOP spatial references, the VOP width and height and a VOP scaling factor to be used during the composition phase. 

Since this is only the first version of the VM, it is easy to anticipate that many changes will be incorporated, not only to improve the consistency of the bitstream syntax, but also to add other capabilities. 

7. Final remarks

At the Munich meeting, and after more than two years of work, the MPEG4 experts defined the first video Verification Model which, following the MPEG4 targets, should provide a video representation environment allowing content-based functionalities [9]. Moreover, at the same meeting, the MPEG4 MSDL sub-group provided the version 1.0 of the MSDL specification. The MSDL will play an essential role in giving the MPEG4 standard the required characteristics in terms of flexibility and extensibility [4].

 It seems it is finally time to take a breath !
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� The author has been involved in the development of the MPEG4 project since its starting. However the opinions expressed in this paper have just the value of his personal understanding of the project.


� If interesting solutions are available, e.g. for the automatic definition of VOPs in a 2D scene, following some criteria, they can be included in the standard as informative annexes.   
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