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Abstract

The analysis of video data targeting the identification of relevant objects and the extraction of associated descriptive characteristics will be the enabling factor for a number of multimedia applications. This process has intrinsic difficulties, and since semantic criteria are difficult to express, usually only a part of the desired analysis results can be automatically achieved. For many applications, the automatic tools can be complemented with user guidance to improve performance.

This paper proposes an integrated framework for video analysis, addressing the video segmentation and feature extraction problems. The framework includes a set of modules that can be combined following specific application needs. It includes both automatic (more objective) and user interaction (more semantic) analysis modules. The paper also proposes a specific segmentation solution to one of the most relevant application scenarios considered ‑ off-line applications requiring precise segmentation.

1. Introduction

Video analysis is assuming an increasingly important role in the context of multimedia applications. On one side, new applications requiring high degrees of interaction with the video content are evermore requested. On the other side, users have available very large amounts of video information, whose access is more and more difficult to manage since content descriptions are often not available or not sufficiently expressive to guarantee effective retrieval (usually only simple textual descriptions are available). These emerging issues are currently addressed in ISO/MPEG, namely with the upcoming MPEG‑4 standard which supports object-based coding of audiovisual scene compositions [1], and the recently created MPEG‑7 project which intends to normalize descriptions allowing the indexing of multimedia information for retrieval and filtering purposes [2].

The referred ISO standardization activities will define a precise representation of the audiovisual data, but they do not specify how the structuring and descriptive information itself is to be obtained. In terms of the video data, this information will be either available from the production step (e.g. by using chroma-keying and manual annotation techniques), or from posterior analysis of the video data. Therefore, in content-based video coding and indexing applications, video analysis will target the identification of relevant objects or regions in a scene (segmentation), and the extraction of descriptive characteristics for each object/region and for the complete scene (feature extraction). In both the cases of segmentation and feature extraction, the spatial and the temporal dimensions must be taken into account. 

Feature extraction may be useful both for coding, e.g. to set the most adequate coding parameters for each object, as well as for indexing purposes. The same happens with segmentation ‑ the identification of objects/regions allows selective and separate coding and opens improved interaction possibilities. Also the ability to describe content in an object-based way increases the richness of the description. Along the paper a distinction is made between the concepts of object and region, the former bearing a semantic weight, and the later being related to some homogeneity properties that can be objectively measured, e.g. spatial properties, such as color homogeneity.

The video analysis process presents a number of difficulties, like the need to consider semantic criteria,  which are often difficult to express. Thus, usually only a part of the desired analysis results can be automatically achieved in a reliable way. Good performance may be obtained for applications with enough a priori knowledge available, allowing the automatic analysis tools to be adequately tuned. An example is the segmentation of video sequences into head-shoulders-background objects, and the subsequent recognition of the speaker from a predefined list of persons, in a videotelephony context.

However, for many applications, it is possible to let the user interactively provide (the hard to model) semantic information. This will improve the performance of analysis tasks. All non real-time as well as some real-time applications can support some degree of user interaction [3]. This interaction should be limited to a minimum, mainly targeting the efficient setting “in track” of the automatic analysis, and the refinement of automatically produced results. Also, the automatic analysis tools may be designed to learn from the user provided guidance, thus improving the algorithm's future performance. User interaction is thus an additional tool to address critical cases (and not a panacea for poor automatic analysis).

This paper proposes an integrated framework for video analysis, able to address segmentation and feature extraction. The framework includes a set of modules that can be selected/combined according to each application needs. Its architecture allows the activation of the most appropriate automatic and user interaction analysis modules. A classification of applications into a set of scenarios characterized by the supported degree of user interaction allowed is presented. Finally, a specific segmentation solution for one of the most relevant application scenarios ‑ off-line applications requiring precise segmentation ‑ is proposed. 
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2. The IST Video Analysis Framework
The framework proposed in this paper for integrated video analysis in the context of coding and indexing applications  Integrated Segmentation and feaTure extraction (IST)‑ is shown in Figure 1, and its general principles are discussed bellow.

As different analysis problems are usually solved with different analysis tools, the proposed framework acknowledges this complementarity rule by including several analysis modules that may be selected/combined depending on the application needs (see control data represented in Figure 1). Also the complexity of the overall analysis may be controlled by activating or deactivating the adequate modules/tools.

The modules included in the IST video analysis framework have the following general objectives:

Pre-processing and global feature extraction module – Responsible for simplifying the input image (e.g. noise reduction, low pass filtering, morphological filtering), and for extracting sequence/scene global characteristics (such as scene cuts, global motion, and other features associated to the whole scene).

Texture analysis module – Performs analysis in the spatial domain, recognizing that spatial features, such as edges, regular textures, color, etc. play a major role in video analysis. Due to its intrinsic limitations (e.g. it is unable to reliably merge inhomogeneous regions belonging to the same semantic object), other analysis modules must typically be used in conjunction with this one.

Motion analysis module – Performs analysis in the temporal domain, recognizing the importance of motion information (e.g. the relative importance of objects in a visual scene is usually related to the nature of their motion). Motion analysis tools often complement texture analysis tools, and thus the strength of their simultaneous use.

Tracking module – Ensures the temporal coherence of the analysis results, keeping track of object movements and overcoming irrelevant momentary perturbations. It receives input from the motion analysis module to reach time-consistent results.

Initial user interaction module – The user may initialize the analysis process, either by refining a preliminary automatic analysis result, or by specifying initial analysis constraints. For instance, the identification of relevant objects may be achieved by ‘drawing’ over the original image, or just by stating the number of relevant objects to be considered. According to the type of user guidance supplied, an appropriate mapping will have to be performed to translate the user input into the desired results. Initial interaction is typically performed for key images (e.g. the first of a shot) guiding the automatic tools in the following analysis task.

User refinement modules – The user can supervise intermediate and final analysis results, and decide to refine both segmentation and extracted features to adjust them to the application needs. Typical examples are the merging of several regions into one object, the adjustment of identified contours, and the correction of indexing features. This module allows the user to have the final word in terms of the analysis output, and together with the initial interaction module, is responsible for the integration of higher level semantic constraints.

Information collected from user interaction may be used to improve the algorithms included in the automatic tools, so as to increase their performance in future usage for similar conditions.

Additional local and object feature extraction module – Although both the texture and motion analysis modules already extract a number of relevant features, there are some others, notably those involving a higher degree of abstraction, that may require specific processing not considered in the other modules. Examples are the computation of geometrical properties of objects, extraction of emotions from faces, face recognition, classification of content, and the detection of events simultaneously involving space and time. The features to be extracted can be associated to the scene or to specific objects.

Integrated analysis control and post-processing module – Combines the analysis results from the various modules, following to the application requirements. An example is the combination of the partitions resulting from the texture, motion and tracking modules, to produce a final consistent partition. This module also post‑processes results, for instance to smooth object shapes, and to quantise the extracted features.

3. Application Scenarios

The IST video analysis framework can fit the needs of a large variety of application scenarios by using different combinations of modules, different tool solutions for the various modules, and different decision criteria/rules in the integrated analysis control module.

Taking into account that user interaction adds to the IST analysis framework a stronger semantic dimension, which allows addressing more analysis cases, a classification of the application scenarios based on the type of user interaction allowed is proposed below. Different analysis solutions, in terms of the tool set used in the analysis framework, will correspond to each application scenario. Looking at the most relevant emerging applications, three main scenarios are proposed:

· A – No user interaction (only automatic analysis)

· B – Real-time user interaction

· C – Off-line user interaction
Scenario A includes applications such as simple videotelephony and remote surveillance systems where no interaction is allowed. The real-time user interaction scenario (B) corresponds to more advanced real-time communication systems where some simple forms of user interaction are supported. Finally, scenario C includes applications like database content creation systems and multimedia broadcasting, where content is produced off-line and stronger user interaction is supported. The off-line user interaction scenario (C) is the one where video analysis assumes most relevance. It is also the one where a larger set of tools is expected to be used, thus making a good example for demonstrating the versatility of the IST video analysis framework.

4. Segmentation Solution for the Off-line User Interaction Scenario
This section presents a segmentation solution for the off-line user interaction scenario. As discussed above, in this scenario video analysis assumes a crucial role and a variety of analysis tools are used.
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The analysis strategy for solving this segmentation problem consists in the following steps: 

1. using the texture analysis module, a preliminary partition of the initial image of each shot is automatically produced;

2. this automatic partition is used in the initial user interaction block to produce a more semantically meaningful partition, by splitting and merging regions, or by refining their contours;

3. the objects are then tracked in time, using the tracking module (which receives input from the motion analysis module);

4. to generate a more precise final segmentation, the integrated analysis control module uses, for each image, a texture partition and the partition produced by motion tracking; 

5. if needed, the user is allowed to stop the analysis and interact with any of the partial or final partition results;

For the proposed segmentation solution, a more detailed description of each the analysis modules used is given bellow.

· Pre-processing and global feature extraction module – Each image is simplified using a morphological open-close by reconstruction filter, and scene cuts are detected. After each scene cut, the analysis procedure is reinitialized.

· Texture analysis – Two hierarchically related partitions are produced (see Figure 2): 

1. a low-level partition corresponding to an over-segmentation of the input data where regions are connected and homogeneous in their color characteristic (used for input to the analysis control module);

2. a higher-level partition, hopefully bearing some semantic meaning, where regions are merged using criteria such as the similarity of average color values, the length of common borders, and the size of the regions (also used for initial user interaction). 
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Figure 2 - Texture analysis module

Figure 3 shows an example of texture segmentation for the MPEG sequence Coastguard (image 25).

· Motion analysis – Currently, the motion analysis module estimates a motion vector field (using hierarchical motion estimation) for usage by the tracking module. The integration of other relevant tools, such as the detection of changed areas and motion vector segmentation is foreseen (see Figure 4). 
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Figure 4 - The motion analysis module

· Tracking – The available motion information is modeled using an affine motion model for each region to be tracked. Then the previous partition is projected to the current time instant (see Figure 5). 
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Figure 5 - The tracking module

· Integrated analysis control and post-processing – The tracked partition is used as the basis to produce the final partition. The contours of the resulting regions are refined using the low-level texture information. 

Whenever needed, the user may correct the automatically produced partitions using the user refinement modules.
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5. Results and Conclusions
To illustrate the usage of the segmentation solution for the off-line user interaction scenario, some results are presented in this section.

Figure 6 presents a segmentation analysis of the Coastguard sequence, which is a ‘difficult’ sequence as not only the boats and the camera move, but also the water presents significant changes along the sequence. The approach taken is to start the segmentation with a user refined partition, to track it automatically, and to let the user stop the process and interact to improve results whenever needed.
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This example starts by considering the partition shown in Figure 3 (c), and producing the partition shown in Figure 6 (b) with initial user interaction (using an interface that supports merge, split and refinement options). Subsequent automatically generated partitions are presented in Figures 6 (c), (d) and (e). Figure 6 (f) corresponds to a user refinement to correct the partition in (e), and further automatic results are shown in figure 6 (g), and (h). Figure 6 (i) corresponds to another user refined partition.

Figure 7 presents a similar example, but where no user refinement is used. The sequence is simpler, but still after a while the contours of some objets are no longer correct.

Object-based coding and indexing of audiovisual information are key issues for emergent multimedia applications. In this context, the role of video analysis will be decisive and a distinguishing factor between products since analysis is a non-normative technical area both within MPEG‑4 and MPEG‑7.

This paper proposes a general video analysis framework addressing both segmentation and feature extraction, integrating user interaction as a new type of analysis tool, relevant for many applications. Moreover, a segmentation solution for the off-line user interaction scenario is presented. From the examples presented, it is possible to conclude that the amount of user interaction to be used depends not only on the performance of the automatic tools but also on the specific characteristics of the sequence to be analyzed, and on the required precision of the results. A segmentation solution including user interaction tools can provide good partitions for any type of sequence, independently of how difficult it is to analyze.
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Figure 1 - The IST Video Analysis Framework
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Figure 7 - (a) Original image. (b) Initial texture segmentation (25 regions). (c) Initial partition after initial user interaction. (d) Tracked partition after 19, (e) 50, and 174 images (no user refinement used).








�   �   �


	a)	b)	c)


Figure 3 – (a) Original image, (b) low-level texture partition - 130 regions, and (c) high level texture partition - 24 regions.
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Figure 6 – (a) Original image. (b) Initial partition created with user interaction. (c) Tracked partition after 7, (d) after 16, and (e) after 23 images. (f) User refined partition after 23 images, (f) tracked partition after 27, and (g) after 32 images. (h) User refined partition after 32 images.
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