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Abstract

With the advent of the MPEG‑4 and MPEG‑7 standards [2, 3], a further impulse to the representation and description of multimedia information has been given. In particular, object-based coding and description are nowadays possible (or about to become so). 

In both object-based coding and description environments the estimation of video object’s relevance can be very useful since it has a major role in segmentation quality evaluation, which is responsible for selecting the appropriate segmentation algorithm to use for identification of the objects to work with [1]. Object relevance information is also very valuable for the rate control module of an object-based coder. In description creation, relevance can be used directly as an object descriptor, or indirectly to ensure that more relevant objects receive more detailed and complete descriptions.

Recognizing the importance of object relevance estimation, this paper proposes an objective metric, automatically calculated, for video object relevance evaluation, both when objects are considered individually and within a given context. 

1 Introduction

To fully exploit the object-based representation and description possibilities offered by standards like MPEG‑4 and MPEG‑7, a number of related problems must be solved. In the video area, three of these problems are:

· Segmentation ‑ The (semantically) relevant objects within a video scene have to be identified for independent processing. This can be done using techniques like chroma-keying, or when this is not an option, by using a segmentation algorithm. The selection of the appropriate algorithm should be based on a segmentation quality evaluation procedure, which benefits from the knowledge of each objects' relevance [1].

In general, the most relevant objects correspond to those that will be potentially reused and manipulated later, and for which better segmentation quality should be achieved.

· Rate control ‑ The optimal distribution of resources among the various objects composing a scene must be found and used in a video encoder, in order to maximize the perceived subjective image quality at the receiver. A metric that is capable of estimating, in an objective and automatic way, the subjective relevance of each of the objects to be coded, is extremely useful.

· Description creation ‑ Describing video content can be done using a wide variety of descriptors, depending on the usage foreseen for that description. The availability of a relevance descriptor for each object can be of value for many applications. For instance, MPEG‑7 is considering the direct inclusion of such a descriptor in its Weight DS [4]. The information about relevance can also be used indirectly to select the level of detail of the description to produce for a given object.

The estimation of video object's relevance can give support to the tasks listed above, but also to many others. For instance, in the field of image quality estimation, the identification of the most relevant image areas allows a trustworthier image quality measurement (see e.g. [5]). 

2 ESTIMATION OF VIDEO OBJECT'S RELEVANCE

The relevance of each object should reflect its importance in terms of human visual perception, and may vary depending on the context in which the object is found. Relevance information can be gathered from various sources:

· A priori information about the application can be used to rank object’s relevance. For instance, in a video-telephony application where the targets of segmentation are the speaker and the background, it is also known that the most important object is the speaking person. This type of information is very valuable, even if difficult to quantify in terms of a metric.

· User interaction allows the direct provision of relevance information by the user. This procedure is usually not very practical, as even if the objects in the scene remain the same, their relevance will often vary with time. 

· Automatic measurement is the desirable way to compute relevance values. The resulting measure should take into account the object's characteristics that make them instantaneously more or less important in terms of human visual perception, and eventually also the characteristics of the surrounding areas.

These three sources of information are not mutually exclusive, and if a priori or user supplied information are available they should be used to complement the automatic measurement procedure, which is the focus of this paper.

The relevance of an object may be computed considering the object on its own (individual relevance) or adjusted to the context where the object was identified (contextual relevance). A diagram illustrating these two possibilities is included in Figure 1.

Individual relevance evaluation is of great interest whenever an object may be reused individually, giving an estimation of the intrinsic subjective impact of that object. An example is object storage in a database for later composition of new scenes. Contextual relevance evaluation is useful when the context where the object is found is important. For instance, when establishing an overall segmentation quality measurement, or in a rate control scenario, the object's relevance in the context of the scene is the desired measure. 
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Figure 1 ‑ Object relevance evaluation

The relevance values computed at each particular time instant should be combined to output a single value for each object within a specific sequence, or shot. This can be obtained for instance by averaging, or median filtering the instantaneous relevance values.

2.1 Methodology for Automatic Measurement of Object’s Relevance

The methodology followed for the establishment of the relevance evaluation metrics proposed in this paper include three major steps:

1. Identification of the images and video features that are considered more relevant for the human visual system (HVS), i.e. the factors attracting viewers’ attention.
2. Selection of a set of objective elementary metrics capable of measuring the relevance of each of the features chosen above.
3. Proposal of composite metrics for individual and contextual video object's relevance evaluation, based on the elementary metrics selected in step 2.
Ideally, the proposed metrics should produce relevance results that correctly match the corresponding subjective evaluation produced by human observers.

2.2 Factors Influencing Viewers Attention

The amount of visual attention captured by an object is a key factor in the determination of its relevance. 

A set of factors influencing eye movements and viewer attention has been identified; they are shortly presented below grouped as low-level and high-level factors, depending on the type of semantic information addressed.

Low-level factors include the amount of motion (vision mechanisms are very sensitive to changes in motion), the position (attention is usually focused on the image center for more than 25% of time), the size, the type of shape and its orientation, the color and brightness, and also the contrast of the object to its neighbors. 

High-level factors include the knowledge if an object is part of the background (as foreground objects usually get more attention), if the object is a person (as the presence of people, faces, eyes, mouth, hands usually attracts viewing attention), and also the context of viewing (as certain objects may become more relevant in some circumstances).

Besides the factors mentioned above, also object masking may affect the perception of the various image components in presence of each other and of noise. In particular, similarly textured neighboring objects may mask each other, and the existence of a gaze point towards an object may also mask the presence of other objects in an image.

2.3 Elementary Metrics for Relevance Estimation

Taking the HVS characteristics into account, a set of elementary metrics covering both the spatial and temporal features of the objects was selected. 

Low-level metrics:

· Motion activity (MA) ‑ This is one of the most important features according to the HVS, and two metrics that complement each other are considered. The first computes the sum of the absolute average motion vector components of the object (mvAvg), and the second evaluates the temporal perceptual information (TI) [6], measuring the object changes between consecutive images:
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· Object complexity (COMP) ‑ A complex texture tends to capture visual attention. Two metrics are considered for this purpose: the spatial perceptual information (SI) [6] and criticality (crit) [7]:
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· Object Shape (SHAPE) ‑ As the HVS seems to prefer some types of shapes and orientations, a set of metrics for identifying long, thin and compact shapes (elong_compact) and circular shapes (circularity) are considered.

· Contrast to neighbors (contrast) ‑ High contrast values to neighbors also tends to capture viewer's attention. A metric based on the maximum contrast to neighbors along the object's borders is proposed. 

· Position (pos) ‑ The distance between the center of gravity of the object and that of the image is the proposed metric for this feature.

· Size (size) ‑ The object area, including a saturation threshold considering that all objects occupying more than 25% of the image area are equally important, is proposed as size metric.

· Brightness and redness (BR) ‑ Bright and colored objects tend to be more noticed by human observers. In particular, the color red seems to be preferred. A metric that evaluates a combination of these features is proposed: 
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Where avgY(I) and avgV(I) are the average values of the luminance and red color difference components of image I. 

High-level metrics (HL):

· Background ‑ An high-level metric indicating if an object belongs or not to the background is used. It takes value one if the object is not part of the background and zero otherwise.

· Type of object ‑ Some types of objects usually get more attention from the user. If face or human detection algorithms are available their results can provide useful information for object relevance determination. The metric takes value one if the type of object is detected.

Each elementary metric is normalized to produce individual relevance results in the range [0, 1], with value one corresponding to the highest relevance. For contextual relevance evaluation, the output of the algorithm is further normalized so that the relevance values of all objects composing a scene at a given instant sum to one.

2.4 Composite Metrics for Relevance Estimation

An algorithm for estimating video object's relevance has been implemented, which tries to mimic the evaluation that would be produced by human observers. The composite metrics combine the elementary metrics presented above in order to capture the various aspects impacting on the HVS. 

The relevance estimation algorithm is automatic, and the current version uses only a subset of the high-level information (the type of object metric is not yet included). 

In the proposed composite metrics for individual and contextual relevance evaluation, the weights attributed to each class of elementary metrics have been adjusted according to their impact in capturing visual attention ‑ for instance motion activity gets the largest weight, as suggested by the HVS behavior. A final adjustment of weights resulted from the comparison of the objective evaluation results with the corresponding informal subjective evaluation by a group of observers, produced for a set of test sequences. 

Defining:
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Then, the proposed individual relevance estimation composite metric is given by:
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For contextual relevance estimation, the elementary metrics involving the context where the object is found have to be additionally considered. Before the normalization (bn) of contextual relevancies, the proposed composite metric is:
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The contextual relevance of an object is then computed from the RelContextbn values of the objects composing the scene under analysis, by normalizing them to sum one at any given time instant. 

The overall relevancies are obtained by temporal averaging of the instantaneous values computed as described above.

3. Results

To check the validity of the proposed objective relevance estimation metrics a set of tests were performed. Some results for the MPEG‑4 test sequences Hall Monitor and Coastguard are included below. The MPEG‑4 reference segmentations where used; for these sequences, they define 2 and 4 objects respectively.

The results presented in Figure 2 include a visual representation of the objects' contextual relevance average values (for 30 images), with brighter values corresponding to higher relevancies. Figure 3 presents the temporal evolution of the instantaneous contextual relevance values estimated for each object of the same test sequences.
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Figure 2 – Visual representation of average contextual relevance evaluation results for excerpts of the sequences Hall Monitor (left) and Coastguard (right)
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Figure 3 – Evolution in time of contextual relevance results for excerpts of the sequences Hall Monitor (on top) and Coastguard (on bottom)

As can be seen from the Figures, the automatically computed values generally agree with the subjective objects' relevance ranking a human observer would produce. 

Looking with more detail into the results of the first 30 images of sequence Coastguard, it is possible to see that the water and land objects (object 0 and object 3, respectively), which are relatively uniform in terms of texture, get the lowest relevance values. The large boat (object 1) is entering the scene, with considerable motion activity, and its size is increasing, revealing more texture detail, leading to an increase in its relevance value with time. The small boat (object 2) is also moving, even if its motion is mostly compensated by the camera activity, but since it has a very central position and its shape is well behaved (compact and elongated) a considerable relevance is also attributed.

The results obtained (also for other sequences) indicate that an appropriate combination of the motion activity, complexity, shape, size, position, contrast and color and brightness metrics, and also with the high-level background metric, provides an adequate solution for the automatic evaluation of the relevance of video objects.

Results were obtained also for the individual relevance evaluation metric, but they are not presented here due to space limitations. Those results also showed their usefulness, even if in this case the elementary metrics related to the context could not be used.

To support the above conclusions, a limited set of informal subjective tests was performed. These tests included a restricted number of test subjects (mainly people working in the Telecommunications Institute of Instituto Superior Técnico). The test subjects where shown the various test sequences and the corresponding object sequences (i.e. sequences with the non-object pixels replaced by a uniform gray level). Test subjects were then asked to give a contextual relevance classification for each object. Relevance was defined to the test subjects as the ability of the object to capture the viewer attention. 

Table 1 shows the subjective test results together with their differences to the absolute (i.e. before normalization) contextual relevance values computed automatically. 

These results show a very close match between the objective/automatic evaluation and the informal subjective one. The only difference observed in these results is for the Coastguard sequence, where the automatic measures gave higher relevance values to the large boat, while test subjects ranked it as equally relevant to the small boat. In this case, the fact that the camera was following the small boat had a large impact on the subjective results, while the automatic metrics only partially captured the HVS behavior. To better cover this case, the motion activity class of metrics could compute not only the motion of the object but also its difference to the global motion. 

Another situation where the proposed metrics did not provide a perfect match (using other test sequences) was for scenes including ‘human objects’, notably people facing the camera. In this case, the automatic algorithms underestimate the relevance values. This observation reinforces the need for including the type of object metric, namely for detecting the presence of people.

4. CONCLUSIONS

A video object's relevance estimation metric can provide valuable information for such fields as segmentation quality evaluation, image quality evaluation, object-based rate control, or video information description and retrieval. 

The metrics proposed in this paper appropriately combine the various aspects to which the HVS is sensitive into objective, automatically computed, individual and contextual relevance measures. 

The results obtained with the proposed metrics are according to the evaluation that a human observer would subjectively attribute, as shown in the limited subjective tests conducted, thus demonstrating their usefulness. 
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diff.
subj.
diff.





Hall Monitor
0.38
0.03
0.73
0.01






Water
Large boat
Small boat
Land


subj.
diff.
subj.
diff.
Subj.
diff.
Subj.
diff.

Coast Guard
0.23
-0.15
0.73
0.04
0.73
0.10
0.32
-0.04

Table 1 ‑ Average subjective relevance values (subj.) obtained with a limited group of test subjects and the corresponding differences to contextual absolute (i.e. before normalization) values (diff.)
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