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abstract

Object-based coding approaches, such as the MPEG-4 standard approach, where a video scene is composed by several video objects, require that the rate control is performed by using two levels: the scene rate control and the object rate control. In this context, this paper presents a new scene level and object level rate control algorithm for low delay MPEG-4 video encoding capable of performing bit allocation for the several VOs in the scene, encoded at different VOP rates, and aiming at obtaining a better trade-off among spatial and temporal quality for the overall scene. The proposed approach combines rate-distortion modeling using model adaptation by least squares estimation and adaptive bit allocation to ‘shape’ the encoded data in order that the overall subjective quality of the encoded scene is maximized.
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1. Introduction

The MPEG-4 standard, MPEG’s most recent achievement, aims to define an audiovisual coding standard to address the emerging needs of the communication, interactive, and broadcasting service models as well as of the mixed service models resulting from their technological convergence.

Relatively to the previous MPEG standards, MPEG-4 introduces a new audiovisual data model based on the concept of audiovisual scenes composed by objects that are individually coded and correspond to entities that can be individually accessed and manipulated. In this context, each object is represented by one or more elementary bitstreams (notably if scalability is involved) and may be independently decoded.

In order that a set of visual data bitstreams building a scene may be considered compliant with a given MPEG-4 visual profile@level, allowing interoperability, it must not contain any disallowed syntactic elements and additionally it must not violate the MPEG-4 Video Buffering Verifier mechanism constraints 1. This mechanism, based on virtual buffers, allows the encoder to limit the decoding resources required, notably the picture memory, the decoding speed, and the bitstream buffer memory. 

Although the Video Buffering Verifier is essentially defined in terms of decoding operation, it is a task of the encoder to implement it to guarantee that it is not violated by “shaping” the encoded data in a way that it meets the relevant constraints. Such task is mainly dealt with by the rate control mechanism that takes into account the status of the several Video Buffering Verifier buffers in order to optimally control the encoder avoiding any type of violations.

Since the various objects in a scene are now independent entities in terms of coding, although building together a scene, in an MPEG-4 object-based coding framework the rate control task is performed by using two levels (as for the data representation) 2:

· Scene rate control, which distributes the total amount of resources available among the various objects in the scene, e.g. the decoding speed and the bit rate.

· Object rate control, which distributes the resources allocated to each object among the various types of data to code (for that object), notably the bit rate for texture and shape.

While frame-based rate control strategies may still be useful in the context of object-based coding, when the various objects in a scene are simultaneously coded aiming at maximizing the subjective impact of the composed scene, each object in the scene should be coded dynamically, sharing, along time, the available resources with the other objects in the scene. This task is dealt with by this new scene rate control level, which is intrinsically related to the semantic dimension of the object-based representation 2.

Currently available MPEG-4 rate control solutions 3,4,5 (rate control is non-normative in MPEG standards) assume synchronous VOs, this means all VOs are coded at the same VOP rate. However, this approach may reveal itself inefficient since the several VOs in the scene may exhibit very different needs in terms of temporal resolution, notably during object fast movements and stationary periods. In this context, this paper presents a new scene level and object level rate control algorithm for low delay MPEG-4 video encoding capable of performing bit allocation for the several VOs in the scene, encoded at different VOP rates, aiming at obtaining a better trade-off among spatial and temporal quality for the several objects in the scene. 

The proposed approach combines rate-distortion modeling using model adaptation by least squares estimation and adaptive bit allocation to ‘shape’ the encoded data in order that the overall subjective quality of the encoded scene is maximized. Additionally, in order to obtain compliant bitstreams for the selected profile@level combination, a buffer control mechanism is proposed for the three MPEG-4 Video Buffering Verifier models, that is: the Video Reference Memory Verifier (VMV), the Video Complexity Verifier (VCV), and the Video Rate Buffer Verifier (VBV) 1.

2. Scene Level Rate Control Algorithm

The problem considered in this paper is the following: given a video scene composed by a set of VOs, how to maximize the overall quality of the decoded scene given a certain amount of resources, notably the decoding capacity of the decoder, the available picture memory, and the bitstream buffer memory. To achieve this goal, an efficient scene level rate control algorithm is proposed that allocates the available resources among the several VOs by performing the following tasks:

· Adapt the VOP coding rate of each object along time according to the Video Buffering Verifier status.

· Adaptively select the target bit rate for each encoding time instant based on the changing characteristics of each VO in the scene, minimizing quality fluctuations along time.

To achieve these goals, the algorithm undertakes first an analysis step for each possible encoding time instant (for 30 Hz content, every 33.3 ms) aiming at extracting relevant characteristics of the several VOs in the scene, such as the size, the motion activity, and the prediction error energy. Based on this information and on the occupancy of each Video Buffering Verifier buffer, the temporal resolution of each object is adapted accordingly. The next step consists in the bit allocation at the scene level, which is adapted to meet the VBV requirements.

The main components of this algorithm are briefly described in the following sections.

2.1 Scene Analysis for Resource Allocation

A key feature of the proposed scene level rate control algorithm is the scene analysis for resource allocation that is carried out prior to each encoding step. This task is performed before encoding any VOP, for all the VOPs to be encoded at the time instant under consideration.

This scene analysis module receives as input the set of original VOPs to be encoded, for each particular time instant, and the corresponding previously reconstructed VOPs, and based on the past history of each VO and the current time instant characteristics, e.g. the motion activity, and the prediction error energy, computes a weight for each VOP to be encoded corresponding to the fraction of the total target number of bits that will be assigned to encode the particular VOP.
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Representing by 
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 the set of VOPs to be encoded in each encoding time instant, the normalized VOP size is given by 
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where 
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 is the number of non-transparent MBs in VOP i.

Similarly, the normalized VOP activity is given by 
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where 
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 is the sum of the absolute values of the motion vector components for each block in the VOP, i.e. 
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Finally, the normalized VOP complexity is given by 
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where 
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This scene analysis module follows a basic principle for each time instant: all analysis processing is performed before all coding. In this way, the actual data reflecting the instantaneous characteristics of each VO can be used to efficiently distribute the available resources before really encoding the VOPs. This is especially useful when the scene or a particular VO changes its characteristics rapidly and thus the allocation and distribution of resources should quickly reflect these changes. This is not so well handled when statistics of the previous time instant are used as in the case of the original MPEG-4 reference software implementation 6.

2.2 Video Buffering Verifier Control

Another important part of this algorithm is the Video Buffering Verifier control, which is responsible for guaranteeing that the bitstreams generated by the encoder are compliant with the selected profile@level. After computing the relevant characteristics of the input VOPs for each encoding time instant under consideration, the rate control mechanism checks if the input data can be compliantly encoded with the selected profile@level by checking if none of the Video Buffering Verifier models will be violated. This verification mechanism can be described in the following three steps:

1. Video Reference Memory Verification - the first step is the verification of the amount of picture memory required to encode the scene at hand; if the picture memory available at the encoding time for the selected profile@level is not enough, there is no need to verify the other models. In this case, the Video Buffering Verifier control signals this imminent violation of the VMV model in order to force the encoder to take adequate action(s) to avoid this violation.

2. Video Complexity Verification - if the first step is overcome, the encoder estimates the MB decoding resources needed given the amount of information it has to encode for a given time instant; after guaranteeing that the picture memory requirements do not exceed the profile and level definition values, the encoder must guarantee that the computational power required is also not exceed, since otherwise the decoder may not be able to decode the incoming bits in due time. Imminent violations of the VCV are also signaled to the encoder to prevent their occurrence.

3. Video Rate Buffer Verification - finally, the number of bits produced by the encoder is checked; the encoder must guarantee that the amount of bits produced does not violate the decoder configuration information, notably the video rate buffer size, for any of the produced ESs. In the context of this paper, since the aim is to provide real-time operation, this action is performed in a preventive mode, i.e. before really encoding the data and not by iterative encoding. In this case, whenever the VBV occupancy reaches certain high or low thresholds, the encoder is forced to take adequate actions to neutralize the unwanted situation.

Whenever the Video Buffering Verifier control mechanism signals an imminent violation (overflow) of the VMV or VCV models, the encoder immediately adapts the temporal resolution of the video objects composing the scene, typically by skipping one or more VOPs, if the violation is localized, or by decreasing the encoding VOP rates if the scene is persistently too demanding. In the case of imminent VBV violation, if an imminent VBV overflow is signaled, the encoder is forced to increase the production of bits by introducing stuffing data. Conversely if an imminent VBV underflow is signaled the encoder is forced to skip the following VOPs until the VBV occupancy reaches nominal operation values. Notice that the VBV model simulates the operation of a decoder buffer, which means that an imminent overflow of the VBV model corresponds to an underflow of the corresponding buffer at the encoder side. Similarly, an imminent VBV underflow corresponds to an overflow of the corresponding buffer at the encoder.

2.3 Scene Level Bit Allocation

The goal of this module is to allocate the number of bits to encode the set of VOPs for each encoding time instant and to distribute the allocated bits among the several VOPs to encode according to its changing characteristics. 

2.3.1 Bit allocation for each time instant

Jointly controlling the encoding of multiple video objects with different VOP rates poses some problems to the bit allocation algorithm since the number of VOPs to encode for each encoding time instant is not constant and additionally the VOs characteristics also change along time. Figure 1 exemplifies the encoding time instants for a scene with three video objects, encoded with different VOP rates.

In order to reduce quality fluctuations, both along time and among the several video objects in the scene, the bit allocation module needs to change the bit allocation for each encoding time instant according to the number of VOPs to encode and to their complexities. This fact leads typically to a no-uniform bit allocation even when the overall scene is encoded at constant bit rate (CBR).
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Figure 1 – Multiple video object encoding with different VOP rates

In the context of this paper, it is assumed that the number of bits generated by the encoder is constant over periods of time 
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The maximum number of VOPs that can be encoded for a given VO during 
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Similarly, the maximum number of VOPs already encoded during the elapsed time 
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and the number of VOPs of each type already encoded is given by
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Using (2) and (3), it is possible to compute the number of VOPs of each type to encode in the remaining period of time 
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these values will be used to compute a global complexity measure for each VO for the time instant under consideration which is given by
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Based on the global complexity measures of each VOP given by (4), it is now possible to compute the total target number of bits for the encoding time instant under consideration, which is given by
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where 
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 is the remaining number of bits for the current period of time 
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 is the weight corresponding to the coding type of VOP k.

In order to prevent violations of the Video Rate Buffer Verifier buffer, the bit allocation given by (5) is further adjusted whenever the VBV occupancy is out of the nominal operation area (see Figure 2). Thus whenever this target bit allocation added to the VBV occupancy exceeds a certain threshold (overflow threshold) the bit allocation is decreased by the amount of the excess. Similarly, if the VBV occupancy is below a certain threshold (underflow threshold) the bit allocation is increased by the corresponding amount.
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Figure 2 – Control limits to prevent violation of the VBV buffer

2.3.2 Bit allocation among the various VOs for a certain time instant

The next step of the scene level rate control algorithm is the distribution of the scene target among the several VOPs to encode for a certain time instant. This is done based on the VOP weights given by (1) as follows
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Whenever the past encoding results of each VO reveal significant deviations from the given bit allocations, measured as the ratio between the actual number of bits spent and the target number of bits, the initial VO bit allocation given by (6) is further adjusted as follows 



[image: image57.wmf](

)

ï

ï

î

ï

ï

í

ì

Ü

d

³

-

Ü

×

d

-

=

otherwise

1

1

0

0

i

prev

i

prev

i

i

i

T

T

S

T

T

,
(7)

where 
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 are respectively the number of bits spent and the bit allocation of the last encoded VOP of the same type for the same VO. This way, it is possible to introduce some correction on the bit allocation for the next encoding time whenever the rate-distortion model fails in predicting the actual number of bits spent.

3. Object level rate control algorithm

After computing the bit allocation for each VOP to be encoded for the time instant under consideration, the rate control operations continue at the object level, which consists in the computation of the optimal coding parameters to achieve the target bit allocation given by (7) based on the rate-distortion characteristics of each VO. At the end of each encoding time instant, the algorithm adapts the rate and distortion models based on the recent encoding results.

3.1 Rate-Distortion Modeling

Optimization of the encoding process is usually a very demanding task that can be simplified by using models of the coding process. The problem faced in video coding is typically the maximization of some quality measure given some restrictions, notably buffer and delay related. For this, a good prediction of the rate and distortion obtained while encoding with a given set of coding parameters is essential. Intensive analysis of MPEG-4 coding results performed by the authors revealed that the quadratic functions represented by equations (8) and (9) closely approximate the rate and distortion functions, and thus are good candidates for modeling the coding process.
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In these equations, R and D represent, respectively, the number of bits and the mean square error for texture, while encoding a given VOP with an average quantization parameter Q; 
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 is a measure of the encoding complexity computed based on the mean absolute difference (MAD) between the VOP to be encoded and its motion compensated prediction. In order to smooth the variation of the encoding complexities among consecutive encoding time instants, a low-pass filtered MAD measure is used, which is given by the following expression
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where 
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The rate model (8) is a variation of the MPEG-4 model 1 with an additional parameter, 
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, while the distortion model is introduced in this algorithm to cope with the quality fluctuation problem. Notice that a different rate and distortion model is kept for each VOP encoding type and for VO in the scene.

Such polynomial models also have the advantage of facilitating the estimation of the model parameters, which can easily be done by least squares estimation techniques, after each encoding instant, thus providing a good way for the dynamic model adaptation.

3.2 Quantization Parameter Computation

At the object level, the rate-distortion characteristics of each VO for the corresponding VOP coding type are now used to compute a quantization parameter for texture encoding. This is done by solving equation (8) in order to 
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Since the rate function is quadratic, solving (8) in order to 
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where 
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 represents the first order derivative of the rate function which shall be monotonically decreasing for the given solution. Whenever (8) does not lead to a valid 
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In order to minimize quality fluctuations along time within each VO, the quantization parameter is limited to vary within 25% of the previous value. However, if the encoder is operating in the nominal area of the VBV occupancy, the 
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 parameter is only changed, relatively to the previous encoding time instant of the same VOP coding time, if its value is significantly different from the previous value used, i.e.
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In the context of this paper, 
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 as been set to 2. In order to minimize the quality fluctuations among the several VOs in the scene and along time, the quantization parameter is further adjusted based on the deviation between the predicted distortion for the current VOP, 
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 is computed over a temporal sliding window containing the actual encoding distortions of all VOs in the scene. For the current experiments, a sliding window containing the previous 10 encoding time instants was used.

Whenever the encoder is operating in the nominal area of the VBV occupancy, the quantization parameter is then further adjusted by 
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The rationale for this adaptation is the following: if the predicted distortion for a given VO is higher than the median distortion of all VOs in the scene, than its quantization parameter should be decreased in order to decrease its coding distortion and thus approximate its distortion to the other VOs; on the contrary, if the predicted VO distortion is lower than the median distortion, its quantization parameter should be increased in order to save more bits for the more demanding VOs. Notice that for single VO scenes this operation serves only to minimize quality fluctuations along time.

4. Results

This section analyzes the performance of the scene and object level rate control algorithms described in the previous sections when applied to the encoding of video material compliant with the MPEG-4 Visual Simple and Visual Core Profiles at different levels. For this, these algorithms have been implemented in the IST MPEG-4 codec 7. To illustrate its performance, two representative MPEG-4 test sequences are used: the Foreman sequence with one rectangular VO and the News sequence with two arbitrarily shaped VOs (Ballet VO1 and Speakers VO2). Additionally, when possible, the results achieved are compared with those achieved using the solution suggested by MPEG-4 in the informative annex L of the MPEG-4 Visual standard, known as the VM5 rate control algorithm. The following three sets of experiments were conducted:

1. Single video object encoding.

2. Multiple video object encoding with equal VOP rates.

3. Multiple video object encoding with different VOP rates.

In all the experiments performed, the Intra period has been set to one second, and B-VOPs were not used. For the single VO encoding, 
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 to 1.0.

Table 1 shows the encoding results obtained while encoding one single VO of the Foreman sequence, corresponding to the Simple Profile @ Level 1 (SP@L1) and Simple Profile @ Level 3 (SP@L3), respectively using 64 and 256 kbps. As can be seen from this table, the proposed algorithm can achieve better average PSNRs than the VM5 solution with lower PSNR variations, indicating less quality fluctuations along time for the bit rates considered. This is also illustrated in Figure 3a and Figure 4a showing the PSNR curves for the proposed algorithm and the VM5 solution. As can be seen, the VM5 solution exhibits larger quality variations mainly because Intra coded VOPs are typically encoded with much less quality than Inter coded VOPs, reflecting a less efficient bit allocation strategy. Figure 3b and Figure 4b show the VBV occupancy, the actual number of bits spent per VOP and the target number of bits allocated by the proposed scene level rate control algorithm. From these figures, it is possible to see that the VBV is never violated and that the bit allocation, notably for I-VOPs, is significantly decreased whenever the occupancy of the VBV increases, reflecting the correction introduced by the scene level rate control whenever the VBV occupancy goes out of the nominal operation area.

Table 1 – Single Video Object Encoding: Foreman Test Sequence


Bit Rate (kbps)
PSNR (dB)
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VM5 SVO
64
64.06
30.22
2.43
149

New (SP@L1)
64
63.60
30.54
1.85
146

VM5 SVO
256
253.75
31.97
3.93
148

New (SP@L3)
256
253.30
32.39
3.51
144

It is important to notice, however, that in the case of single VO encoding, the rate control solution here proposed leads to less encoded VOPs than the VM5 solution, due to the preventive VBV buffer control. In order to allow a more fair comparison between the two solutions, Figure 5 shows the alpha-trimmed PSNR statistics for the two cases presented in Table 1, considering all VOPs (skipped VOPs are replaced by the previous encoded VOP). Alpha-trimmed statistics are given by the following expressions 
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where 
[image: image104.wmf]N

 is the number of VOPs in the original sequence, 
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(

k

h

PSNR

 is the histogram of the PSNR values sorted in ascending order, and 
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 is the parameter that controls the number of data points used in computing the PSNR statistics (
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 corresponds to the mean, while 
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 corresponds to the median of all the PSNR values). For 
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, alpha-trimmed statistics consider only a sub-set of the data values eliminating the same amount of the higher and lower values. Table 2 shows the number of data points used for different values of 
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.

The alpha-trimmed PSNR statistics show that the solution here proposed always exhibits equal or better average PSNR than the VM5 solution regardless the number of data points considered. However, the VM5 solution exhibits less PSNR variation for the values of 
[image: image111.wmf]a

 leading to a number of PSNR values higher than the number of non-skipped VOPs, since skipped VOPs typically exhibit much lower PSNR values than coded VOPs penalizing the variance statistic.

Table 2 – Number of data points used in alpha-trimmed statistics for different values of 
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 for N = 150

[image: image113.wmf]a



[image: image114.wmf]ú

û

ú

ê

ë

ê

-

×

×

-

2

1

2

N

N

a



0
150

0.05
144

0.10
136

0.15
128

0.20
122

0.30
106

0.40
92

0.50
76


[image: image115.wmf]Title:

Creator:

gnuplot 3.7 patchlevel 1

Preview:

This EPS picture was not saved

with a preview included in it.

Comment:

This EPS picture will print to a

PostScript printer, but not to

other types of printers.


[image: image116.wmf]Title:

Creator:

gnuplot 3.7 patchlevel 1

Preview:

This EPS picture was not saved

with a preview included in it.

Comment:

This EPS picture will print to a

PostScript printer, but not to

other types of printers.



(a)
(b)

Figure 3 - Foreman sequence in QCIF encoded at 64 kbps (SP@L1)
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(a) (b)

Figure 4 – Foreman sequence in CIF encoded at 256 kbps (SP@L3)
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Figure 5 – Alpha-trimmed PSNR statistics for the Foreman sequence for different values of 
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Table 3 shows the encoding results for multiple video object encoding, while encoding two objects of the News sequence, corresponding to the Core Profile @ Level 1 (CP@L1) and Core Profile @ Level 2 (CP@L2), respectively for 64 and 256 kbps. As can be seen, for the same encoding conditions (rows 1 and 2 and rows 4 and 5), the VM5 solution skips significantly more VOPs than the algorithm here proposed, indicating a less efficient bit allocation. This is more critical for the lower bit rate where the bit allocation resources are scarce. These results also show that the algorithm here proposed can typically achieve less quality fluctuations than the VM5 solution, which is reflected in lower PSNR variations for both VOs. This is done at the expense of a different bit rate allocation resulting in a slight decrease in the quality of VO 2 and an increase in the quality of VO 1.

The multiple VO encoding results with different encoding VOP rates (rows 3 and 6) show that it is possible to increase the average spatial quality for the two VOs without increasing significantly quality fluctuations along time. This is traduced by higher average PSNRs at similar PSNR variations. In this case, VO 2 (Speakers) with lower activity has been coded with a lower temporal resolution than VO 1 (Ballet) with higher activity, leading to a better trade-off between spatial and temporal qualities. Notice, however, that in this case the total number of encoded VOPs is lower.

Figure 6a and Figure 7a show the PSNR curves for each VO and for each of the algorithms under comparison. As can be seen, as for the single VO case, the VM5 solution exhibits higher quality fluctuations, notably for I-VOPs. The corresponding VBV occupancy and bit usage is shown in Figure 6b and Figure 7b.

Table 3 – Multiple Video Object Encoding: News Test Sequence (2 VOs)


Bit Rate (kbps)
PSNR (dB)

[image: image122.wmf]2

PSNR

s

 (dB)
# Coded VOPs


Target
Actual
VO 1
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VM5 MVO
64
63.92
34.67
29.25
32.86
31.62
1.72
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64
64.11
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0.56
148
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New (CP@L1) #
64
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144
95

VM5 MVO
256
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139.03
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2.77
143
143

New (CP@L2)
256
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96.17
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33.84
1.56
0.60
150
150

New (CP@L2) #
256
250.25
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87.11
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# VO1 and VO2 encoded, respectively, at 15 and 10 Hz.
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(a) (b)

Figure 6 – News sequence in QCIF with 2 VOs encoded at 64 kbps (CP@L1)
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(a) (b)

Figure 7 - News sequence in CIF with 2 VOs encoded at 256 kbps (CP@L2)

5. Conclusions

For object-based video coding approaches, such as the MPEG-4 case, where a video scene is composed by several video objects, the rate control shall be performed by using two levels: the scene rate control level, which distributes the total amount of resources available among the various objects in the scene, and the object rate control level, which distributes the resources allocated to each object among the various types of data to code. 

In this context, this paper proposed a new scene level and object level rate control algorithm aiming at performing efficient bit allocation for the several VOs composing a scene, encoded at different VOP rates, and minimizing quality fluctuations, both among the several VOs and along time. The scene level algorithm is responsible for allocating the available bit among the different encoding time instants and the different VOs to encode, while the object level rate control is responsible for computing the best encoding parameters to achieve the intended bit allocations while minimizing the quality fluctuations along time. Additionally, the proposed algorithm implements the Video Buffering Verifier mechanisms, which allows the encoder to produce compliant bitstreams with a selected profile and level.

The performance results shown for single VO encoding and multiple VO encoding indicate that these algorithm can achieve better performance than the MPEG-4 solution, known as VM5 rate control, both in terms of average PSNRs and quality fluctuation.
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