Segmentation of Video Sequences in a Video Analysis Framework
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Abstract. Interactivity is bringing new requirements to multimedia applications. Semantic representations of video (identifying objects in a scene) are asked for, as well as efficient ways of describing visual data for retrieval purposes. The emerging MPEG-4 and MPEG-7 standards are the recognition, by the industry, of these needs. These standards will take advantage of video analysis information (namely segmentation and object’s features), but will not specify the analysis methodologies or tools.

This paper addresses the problem of video analysis for providing content-based functionalities. A video analysis framework is proposed which can deal with different application contexts, by activating/deactivating of some of its components. Special focus is given to the segmentation of video sequences.

1 Introduction

Multimedia applications are becoming increasingly interactive, giving the user (some) control over the events. Examples of this trend can be found in many Internet or CD-ROM based applications, such as kiosk systems, educational and training systems, and in various consumer multimedia titles, such as games and other entertainment applications. For this interactivity to be possible, the data presented to the user has to be structured (meta-information must be present), with interactivity points associated with other pre-defined data. The user interface of these multimedia applications typically consists of a visual layout (eventually with sound), where interaction areas and interaction behavior are pre-defined. The user can be given the possibility to follow hyperlinks, to change the audio source, to see a picture, and even to see a video. While it is easy to define interaction areas for a picture, when a video sequence is presented, it is not practical (or even possible) to manually define interesting interaction areas for each video frame.

From an interactivity point of view, it is desirable to have a description of a video sequence that goes beyond sets of pixels since interaction is typically made with the semantic elements (objects) in the scene. This means that a video coder representing a scene as a composition of independently coded visual objects will certainly ease the task of providing improved interactivity, since the user would be allowed to interact both with the individual objects as well as with the composition data. Furthermore, it is also very desirable that an efficient standard way of describing visual data for retrieval purposes becomes available. This would greatly improve interactivity capabilities, e.g. by easing content-based searching of visual data in multimedia databases. These two goals are currently covered by ISO’s MPEG activities: MPEG‑4 deals with object-based audio-visual coding (1(, and MPEG‑7 deals with object-based audio-visual descriptions for retrieval (2(.

However, in order to take the maximum benefit from standards like MPEG‑4 and MPEG‑7 when dealing with non pre-segmented natural video sequences (e.g. obtained by means of chroma-key techniques), or when object features are not previously available (e.g. supplied by the content provider), it is necessary to analyze the image sequences to:

· identify the relevant visual objects;

· identify each object’s relevant features (either for coding or for indexing).

Thus the task for a video analysis environment is to achieve both video segmentation as well as feature extraction. Analysis information (segmentation and features), may be exploited not only to provide interactive functionalities, but also to improve coding efficiency and error robustness. In fact, object-based coding architectures allow the usage of different coding techniques for objects of different type,  the selective protection of objects against errors depending on their relevance, and also the usage of the most adequate spatial and temporal resolutions for each object (3(.

2 The IST Video Analysis Framework

In this context, the Integrated Segmentation and feaTure extraction (IST) video analysis framework, covering both the identification of objects, and the extraction of their features, is proposed. A first version of the IST video analysis framework was presented in (4(, including the main approach behind it, and preliminary texture segmentation results. This framework has meanwhile been refined, and further modules have been developed. The most recent version of the IST framework implementation is presented here, giving special emphasis to the segmentation aspects.

As shown in figure 1, the IST video analysis framework includes five analysis branches (texture analysis, motion analysis, partition tracking, user interaction, and additional feature extraction), recognizing that different analysis techniques solve different analysis problems. Although a single analysis branch may solve by itself the analysis problem for certain applications, the main principle behind the IST video analysis framework is that each branch performs a specific function, offering the integrated framework its strengths, while having its weaknesses compensated by the other analysis branches. For example, in some applications only segmentation of moving objects is of interest (then the motion branch is enough), while in other cases also static objects are important (requiring the usage of the texture branch).

The IST framework includes the possibility to activate/deactivate some of its component branches depending on the application type (control data to the branches in figure 1), as well as to use different decision rules for combining the partial results coming out of the various branches.



Figure 1 - The IST Video Analysis Framework
The pre-processing and global feature extraction module is responsible for simplifying the input image (e.g. noise reduction, low pass filtering, etc.), and for detecting and estimating scene global characteristics, such as scene cuts, and global motion.

Beside the branches related to texture analysis, motion analysis, and to partition tracking, the IST framework includes two different forms of user interaction: initial user interaction to partly drive the analysis process, and user refinement/analysis control to allow some correction of the automatic analysis results. The introduction of the user interaction modules are the recognition that there are many situations where fully automatic scene analysis will not perform very well. Even more, since many applications (notably all those non real-time) do not require fully automatic analysis, there is no reason for the analysis process to renounce using adequate guidance given by the best analysis evaluator, the user. User interaction is thus an important element in the analysis framework, which possibility of use will be determined by each application’s characteristics and constraints.

The implementation currently available, and for which some results are provided in the following sections, includes the texture, and the motion analysis (based on change detection) branches, as well as some user interaction modules. The results were produced using several video test sequences from the MPEG-4 video library.

3 Automatic Segmentation

For automatic segmentation, the current implementation of the IST analysis framework includes both the texture, and the motion branches. The texture segmentation branch is a region merging procedure that identifies connected components on a simplified image, eliminates small regions, and then uses a combination of three criteria to merge regions and to converge to the final number of regions. These criteria are: i) luminance average value difference between adjacent regions, ii) common border length, and iii) region size. The texture branch correctly identifies contrasted regions in an image, but, as it could be expected, it is unable to join together unhomogeneous regions that belong to the same object. Some results are presented in figure 2.

The change detection segmentation module performs the analysis of a difference image signal to identify changed and unchanged areas. This implementation includes an automatic choice of the threshold to apply to the difference image, a smoothing of the resulting thresholded difference image, and the application of a change detection mask memory to ensure as much as possible the stability of the segmentation results. This branch is effective to detect non-static areas, but it is unable to understand the structure of these areas (unless the relevant objects are known to be spatially disjoint), or to detect more than one static object. Some results are presented in figure 3.

Some interaction between the two branches above is useful, and can be achieved by means of the integrated analysis control module. As an example, the results presented in figures 2 c) and 3 b), when combined can identify the correct contours of the moving person, while keeping additional information of the scene structure.

4 User Assisted Segmentation

As stated above, user assistance may have an important role in video analysis. For instance, when analyzing a video sequence for storage in a database, the user can play a determinant role in selecting and correcting the automatic selection of relevant objects (and their features) for the application he has in mind.


  
  

a)  Coast Guard - original, with 15 regions, and 7 regions


  
  

b)  Foreman - original, with 30 regions, and 14 regions


  
  

c) Hall Monitor - original, with 35 regions, and 15 regions

Figure 2 - Segmentation examples using only texture analysis 


  
  

a) Akiyo - original, changed area, unchanged area


  
  

b) Hall Monitor - original, changed area, unchanged area

Figure 3 - Segmentation examples using only change detection analysis 

Two types of user interaction are considered in the IST analysis framework, for video segmentation:

· Initial user interaction for object identification - The user is allowed to somehow indicate the presence of the relevant objects, either by ‘drawing’ on the top of the original image, e.g. defining approximate contours, painting the area occupied by each object, or marking the objects with a cross, or just by stating the number of relevant objects present in the scene. An automatic mapping will then be performed on the user supplied information and its results may be further refined. Initial interaction is only performed for some key images, after which the partition tracking branch is responsible for projecting this information into future time instants.

· User refinement of an automatically generated partition - The user is allowed to interact with the automatic segmentation results in order to adjust them according to his needs.

In the current implementation, both types of user interaction are considered. User refinement includes the possibility to merge regions as well as to adjust the automatically generated contours.

5 Conclusion

The IST video analysis framework is modular and thus very flexible in the way it can be developed and used. On one side, its functionality can be increased by the inclusion of new branches and modules, producing good results for a larger set of applications. On the other side, its complexity may be reduced by just using, for each application, the relevant subset of the branches and modules.

Although the current implementation already covers many application classes, it is expected to further improve it by implementing the remaining branches, integrating other analysis tools, and optimizing the integrated analysis control. 
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