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Introduction

In the last years, very significant developments happened in the field of audio-visual communications, notably in the area of video coding. The developments led to the standardisation of a number of international video coding schemes, such as ITU-T H.261 and H.263, and ISO/IEC MPEG1 and MPEG2, addressing a large range of applications with different requirements, e.g. in terms of bitrate, quality or delay.

The audio-visual services nowadays available, mainly provide the ability to ‘see’ (and hear from) places and times where we have never been. In fact, the world arrives to us in the form of a sequence of 2D frames, coded exploiting the statistical characteristics of the luminance and chrominance signals. However, the capability of ’vision’ is just a part of the question. Typically, the human being needs and wants to ‘see’, to ‘take actions’ after, interacting with the objects that compose the world being seen [1]. 

MPEG4 aims to provide a universal, efficient coding of different forms of audio-visual data, called audio-visual objects. This basically means that MPEG4 intends to represent the world ‘understood’ as a composition of audio-visual objects, following a script that describes their spatial and temporal relationship. This type of representation should provide the possibility that the user interacts with the various audio-visual objects in the scene, in a way similar to the actions taken in everyday life. 

Although this content-based approach to the scene representation may be considered ‘evident’ for a human being, it represents in fact a revolution in terms of video representation since it allows a ‘jump’ in the type of functionalities that may be provided to the user. A scene represented as a composition of (more or less independent) audio-visual objects offers to the user the possibility to ‘play’ with the scene content, by changing some of the objects’ characteristics (e.g. position, motion, texture or shape), by accessing only selected parts of scene or even by ‘cut and pasting’ objects from one scene to another. Content and interaction are thus central concepts in MPEG4.

Another clear limitation of the available audio-visual coding standards is the consideration of a restricted number of audio and video data types. MPEG4 wants to consider and harmoniously integrate, natural and synthetic audio-visual objects, including mono, stereo and multi-channel audio, as well as either 2D and 3D, and either mono, stereo or multiview video. This integration course should be extended also to the audio-video relation to exploit the mutual influence and interdependence between these two types of information. Finally, the integration course is to be applied to the analysis and coding tools used since new and already available tools will be  integrated with the only target to reach the best possible content-based standard. This integration trend implies evolution, from what is available to more and better tools, data types or functionalities. 

The rapidly evolving technological environment of the last years showed in a clear way that standards which do not take into account the continuous development of the hardware and of the methodologies and just want to fix a solution, risk to become obsolete relatively soon. The last main direction underlying MPEG4 is thus flexibility and extensibility. These features are essential in the current moving technological landscape and should be provided by a syntactic description language called “MPEG4 Syntactic Description Language (MSDL)”. The MSDL approach is a revolution in the context of audio-visual coding standards since it will provide the extensibility not only to build new algorithms by selecting and linking pre-defined tools (level 1), but also by ‘learning’ new tools, downloaded by the encoder [2,3].  However, the MSDL is, at the same time, an element of evolution because it gives to the standard the capability to integrate, at any time, new tools, techniques and concepts that may be instrumental to provide better the new MPEG4 functionalities or to provide new functionalities

In the definition of the official MPEG4 focus, the three main driving forces mentioned above - content and interaction, integration and, flexibility and extensibility - have been matched in a vision of the technological world, where the convergence between the telecommunications, computer and TV/film areas is growing, leading to the mutual exchange of elements, formerly typical for each one of these areas [4]. This convergence means for sure an evolution in the sense that it will happen in a progressive way, more or less smoothly, but it means also a revolution due to the impact and implications it will have in the future audio-visual services.

MPEG4: evolution or revolution ? Let’s say that we expect a ‘serene revolution’ !

The ‘New or Improved’ MPEG4 Functionalities

The vision behind the MPEG4 standard is best explained through the eight ‘new or improved functionalities’, described in the MPEG4 Proposal Package Description [4]. These eight functionalities come from an assessment of what will be useful in near future applications, but is not (or only partly) supported by current coding standards. 

There are also several other important, so-called ‘standard’, functionalities, that MPEG4 needs to support as well, just like the already available standards. Examples are synchronisation of audio and video, low delay modes, and interworking. Unlike the new or improved functionalities, the standard functionalities may be provided by existing or emerging standards [4].

The ‘new or improved’ MPEG4 functionalities are listed below [4]. For each of the functionalities, some examples of their usefulness are suggested.

· 
Content-Based Scalability
MPEG4 shall provide the ability to achieve scalability with a fine granularity in content, spatial resolution, temporal resolution, quality and complexity. Content-scalability may imply the existence of a prioritisation of the objects in the scene. The combination of more than one scalability case may yield interesting scene representations, where the more relevant objects are represented with higher spatial-temporal resolution. The scalability based on the content represents the ‘heart’ of the MPEG4 vision since, once a list of more and less important objects is available, other content-based functionalities should be easily achievable. This functionality and related ones may require or not the analysis of the scene to ‘extract’ the audio-visual objects, depending on the application and, on the previous availability of the compositing information.

Example uses:  user selection of decoded quality of individual objects in the scene; database browsing at different scales, resolutions, and qualities.

· 
Content-Based Manipulation and Bitstream Editing 

MPEG4 shall provide a syntax and coding schemes to support content-based manipulation and bitstream editing without the need for transcoding. This means the user should be able to access one specific object in the scene/bitstream and perhaps change some of its characteristics.

Example uses: home movie production and editing; interactive home shopping; insertion of sign language interpreter or subtitles.

· 
Content-Based Multimedia Data Access Tools 

MPEG4 shall provide efficient data access and organisation based on the audio-visual content. Access tools may be indexing, hyperlinking, querying, browsing, uploading, downloading, and deleting.

Example uses: content-based retrieval of information from on-line libraries and travel information databases.

· 
Hybrid Natural and Synthetic Data Coding 

MPEG4 shall support efficient methods for combining synthetic scenes with natural scenes (e.g. text and graphics overlays), the ability to code and manipulate natural and synthetic audio and video data and decoder-controllable methods of mixing synthetic data with ordinary video and audio, allowing for interactivity. This functionality offers, for the first time, the harmonious integration of natural and synthetic audio-visual objects. This is a first step towards the integration of all types of audio-visual information.

Example uses: virtual reality applications; animations and synthetic audio (e.g. MIDI) can be mixed with ordinary audio and video in a game; graphics can be rendered from different viewpoints.
· 
Coding of Multiple Concurrent Data Streams
MPEG4 shall provide the ability to efficiently code multiple views/soundtracks of a scene as well as sufficient synchronisation between the resulting elementary streams. For stereoscopic and multiview video applications, MPEG4 shall include the ability to exploit redundancy in multiple views of the same scene, also permitting solutions that allow compatibility with normal (mono) video. This functionality should provide efficient representations of 3D natural objects provided a sufficient number of views is available. Again, this may require a complex analysis process. It is expected that this functionality could substantially benefit applications such as virtual reality where almost only synthetic objects are used till now.

Example uses: multimedia entertainment, e.g. virtual reality games, 3D movies; training and flight simulations; multimedia presentations and education.

· 
Improved Coding Efficiency 

Especially the growth of mobile networks makes there is still a strong need for improved coding efficiency, and therefore MPEG4 is required to provide subjectively better audio-visual quality compared to existing or other emerging standards (such as H.263), at comparable bit-rates. Notice that simultaneously supporting other functionalities may work against compression efficiency, but this is not a problem, as different configurations of the coder may be used in different situations. The results of the MPEG4 video subjective tests, held in November 1995, showed however that, in terms of coding efficiency, the available coding standards still perform very well in comparison with most of the other coding techniques proposed [5].

Example uses: efficient transmission of audio-visual data on low-bandwidth channels; efficient storage of audio-visual data on limited capacity media, such as chip cards.

· 
Robustness in Error-Prone Environments

Since universal accessibility implies access to applications over a variety of wireless and wired networks and storage media, MPEG4 shall provide an error robustness capability. Particularly, sufficient error robustness shall be provided for low bit-rate applications under severe error conditions. The idea is not to substitute the error control techniques implemented by the network but provide resilience against the residual errors, e.g. through selective forward error correction, error containment or error concealment.

Example uses: transmitting from a database over a wireless network; communicating with a mobile terminal; gathering audio-visual data from a remote location.

· 
Improved Temporal Random Access
MPEG4 shall provide efficient methods to randomly ac​cess, within a limited time and with fine resolution, parts from an audio-visual sequence. This includes ‘conventional’ random access at very low bit rates.

Example uses - audio-visual data can be randomly ac​cessed from a remote terminal over limited capacity media; a ‘fast forward’ can be performed on a single audio-visual object in the sequence.

A detailed analysis of the functionalities confirms the presence of the main MPEG4 driving forces - content and interaction, integration and, flexibility and extensibility. Content-based scalability requires content-based AV representation methods where the AV content corresponds to entities that may be independently accessed and manipulated (content-based multimedia data access tools and content-based manipulation and bitstream editing are in the same line). Hybrid natural and synthetic data coding and coding of multiple concurrent data streams express the need for the integration of other types of AV sources extending the conventional natural audio and (mono) video data types. Lastly, robustness in error-prone environments is considered, following the recognition of the interest in performing joint source and channel coding to better protect AV information, under difficult error conditions. 

The current set of new or improved functionalities resulted as a compromise between the various sentiments present in MPEG at the time of its definition. These functionalities are not all equally important, neither in terms of the technical advances they promise, nor the application possibilities they open. Moreover, they seem to imply a few rather ambitious goals which, although important and in line with the MPEG4 vision, can only be reached in due time, and provided that a proper terminal architecture be available.

The MPEG4 Video Verification Model

As happened in the past for MPEG1 and MPEG2, MPEG issued, in July 1995, a call for proposals of audio and video tools and algorithms, in order to gather the technical information necessary for the achievement of its targets. These tools and algorithms have been evaluated in November 1995 and January 1996. In the context of MPEG4, a tool is a technique that is accessible via the MSDL or described using the MSDL. An algorithm is an organised collection of tools that provides one or more functionalities. A profile is an algorithm or a combination of algorithms, constrained in a specific way to address a particular class of applications. At the MPEG4 video tests, the bitrates ranged from 10 to 1024 kbit/s [6]. The video test material was divided in 5 classes of sequences, 3 of which clearly address low or very low bitrates: class A - low spatial detail and low amount of movement - 10, 24 and 48 kbit/s; class B - medium spatial detail and low amount of movement or vice-versa - 24, 48 and 112 kbit/s; class C - high spatial detail and medium amount of movement or vice-versa - 320, 512 and 1024 kbit/s; class D - stereoscopic sequences (no formal subjective testing was performed) and class E - hybrid natural and synthetic content - 48, 112 and 320 kbit/s.

Some tens of tools and algorithms were presented to the first MPEG4 evaluation phase. Following the results of the formal video subjective tests performed for three representative functionalities  - content-based scalability, compression and error robustness [6], two main conclusions may be taken: i) conventional block-based hybrid (DCT/motion compensation) schemes still perform very well in terms of compression, for the whole range of classes of sequences and bitrates tested and, ii) the provision of content-based functionalities mainly depends on the data structure used; this means that, provided the adequate data structure is used, almost any type of coding tools may be used (at least in principle).  



Figure 1 - MPEG4 Video VM encoder and decoder architectures 

These conclusions highlight again the possibility to make the revolution through evolution since it is possible, and it seems even a good starting point, to use the coding tools already standardised, to provide the new content-based functionalities in the context of a new data structure (and corresponding representation architecture).

In this context, at the Munich MPEG meeting (January 1996), the MPEG video group defined the common platform to start the MPEG collaborative phase [7]. The collaborative phase is one of the main strengths of the MPEG work since all the experts are asked to improve and optimise the same codec.

In MPEG4, the common platform is known as the verification model (VM). The VM is a completely defined encoding and decoding environment such that an experiment performed by multiple independent parties will produce essentially identical results [6]. New tools can be integrated in the VM, substituting other tools,  when the corresponding core experiment has shown significant advantages in this integration. 

 The Video VM defined in Munich addresses only arbitrary shaped 2D objects and represents the scene as a composition of these objects, now called Video Object Planes (VOPs) (see figure 1). Each VOP is an accessible unit and should, in principle, be coded independently of the other VOPs, although for coding efficiency reasons some dependence may be considered in the future. The scene is divided in VOPs either automatically, semi-automatically or fully manually or, the VOPs may be initially available if the scene is created as a composition of material taken from different sources. Since MPEG4 wants to be able to represent any type of VOP composition, independently of the way it has been obtained, the VOP formation block is not considered in the MPEG4 Video VM. This means the input is already in the form of four components - one luminance, two chrominances and an alpha-plane representing the blending contribution of each VOP for every part of the scene (binary and 8-bits alpha-planes are considered). The VOPs may use different spatio-temporal resolutions depending on their own intrinsic characteristics; this is in line with the MPEG4 basic targets, having the content driving the representation and the coding.

In terms of coding and following the conclusions from the MPEG4 tests already mentioned, each VOP is coded using the tools present in the ITU-T H.263 coding standard. The main differences are related to the transmission of the alpha-plane (shape) information for each VOP and to the possibility that motion and texture information are separate at the VOP level [7]. The macroblocks falling over the VOP contour are filled using a padding technique.

The syntax defined for the MPEG4 Video VM follows very closely the approach used to define the representation architecture - a scene is a composition of VOPs [7]. In this context, only two bitstream layers have been defined: i) the session layer, which encompasses a given span of time, contains all the video information needed to represent this span of time, without reference to other session layers and, ii) the VOP layer contains the syntactic elements related to each VOP, notably the identifier, the temporal reference, the spatial reference, the width and height, the visibility (displayed or not), the composition order and a scaling factor to be used during the composition process.

 This first MPEG4 Video VM will very likely be significantly improved during the next months, leading to a first MPEG4 Video Working Draft (WD) by November 1996.
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