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1. Motivations and Objectives

It is clear that digital audiovisual information is nowadays accessible to everybody, not only in terms of consumption but increasingly also in terms of production. Digital still cameras directly storing in JPEG format have hit the mass market and the first digital video cameras directly recording in MPEG-1 format are also available. This step transforms every one of us in a potential content producer, capable of creating content that can be easily distributed and published using the Internet. But if it is today easier and easier to acquire, process and distribute audiovisual content, it must also be equally easy to access the available information, because huge amounts of digital audiovisual information are being generated, all over the world, every day. In fact, there is no point in making available audiovisual information that can only be found by chance. Unfortunately, identifying the desired information, by retrieving or filtering, is becoming more and more difficult, since the acquisition and processing technologies progress and so does the ability of consumers to use these new technologies and functionalities. 

The need of a powerful solution for quickly and efficiently identifying (searching, filtering, etc.) various types of audiovisual content of interest to the user, using also non text-based technologies, directly follows from the urge to efficiently retrieve audiovisual content and the difficulty of doing so. In July 1996, at the Tampere (Finland) meeting, MPEG [1] recognized this important need, stating its intention to provide a solution in the form of a ‘generally agreed-upon framework for the description of audiovisual content’. To this end, MPEG initiated a new work item, formally called “Multimedia Content Description Interface”, better known as MPEG-7. MPEG‑7 will specify a standard way of describing various types of audiovisual information, including still pictures, video, speech, audio, graphics, 3D models, and synthetic audio, irrespective of its representation format, e.g. analog or digital, and storage support, e.g. paper, film or tape [2]. Participants in the development of MPEG‑7 represent broadcasters, equipment and software manufacturers, digital content creators and managers, telecommunication service providers, publishers and intellectual property rights managers, as well as university researchers. The perceived advantages of an audiovisual description standard are the easing of fast and efficient identification of audiovisual content that is of interest to the user by:

· allowing the same indexed material to be identified by many (search and filtering) engines 

· allowing the same engine to identify indexed material from many different sources

The major impacts of the MPEG-7 standard are this increased ‘interoperability’, the prospect to offer lower cost products through the creation of mass markets, and the possibility to make new, standards-based services ‘explode’ in terms of number of users. This agreement should stimulate both content providers and users, and simplify the entire content identification process, giving the user the tools to easily ‘surf on the seas of audiovisual information’ - also known as the pull model - or ‘filter floods of audiovisual information’ - also known as the push model. Of course the standard needs to be technically sound, since otherwise proprietary solutions will prevail, hampering interoperability. Matching the needs and the technologies in audiovisual content description is thus the new task of MPEG in MPEG-7. 

Like the other members of the MPEG family, MPEG-7 will be a standard representation of audiovisual information satisfying a set of well-defined requirements. In this case, the requirements relate to the identification of audiovisual content. ‘Audiovisual information’ includes still pictures, video, speech, audio, graphics, 3D models, and synthetic audio, although priorities among these data types may be expressed by the companies represented in MPEG. Since the emphasis is on audiovisual content but textual information is of great importance in the description of audiovisual information, the standard will not specify new description tools for text, but will rather consider existing solutions for describing text documents, and will support them as appropriate [3]. In fact, quite a few standardized descriptions for text exist, such as HTML, SGML, RDF, etc. Textual descriptors are useful for description information that cannot be derived from automatically analyzing or human viewing the content, e.g. name of a place, date of acquisition, sometimes referred to as metadata, as well as for more or less subjective annotation. Moreover, MPEG-7 will allow linking audiovisual data descriptions to any associated data, notably textual data. MPEG-7 will be generic, and not especially tuned to any specific application. This means that the applications addressed can use content available in storage, on-line and off-line, or streamed, e.g. broadcast and Internet streaming. MPEG-7 will support applications operating in both real-time and non real-time environments. In this context, a ‘real-time environment’ means that the description information is associated with the content while that content is being captured. 

MPEG-7 descriptions will often be useful stand-alone, e.g. if only a summary of the audiovisual information is needed. More often, however, they will be used to locate and retrieve the same audiovisual content represented in a format suitable for reproducing the content: digitally coded or even analog. In fact, MPEG-7 data is mainly intended for content identification purposes, while other representation formats, such as MPEG-2 and MPEG-4, are mainly intended for content reproduction purposes, although the boundaries may be not so sharp. This means that they fulfil different requirements. MPEG-7 descriptions may be physically co-located with the ‘reproduction data’, in the same data stream or in the same storage system. The descriptions may also live somewhere else on the globe. When the various audiovisual representation formats are not co-located, mechanisms linking them are needed. These links should be able to work in both directions: from the ‘description data’ to the ‘reproduction data’ and vice versa.

Since MPEG-7 intends to describe audiovisual content independently of the way the content is available, it will neither depend on the reproduction format, or on the form of storage. Video information could for instance be available as MPEG-4, -2, or -1, JPEG, or any other coded form - or not even be coded at all: it is entirely possible to generate an MPEG-7 description for an analogue movie or for a picture that is printed on paper. Undeniably, however, there is a special relationship between MPEG-7 and MPEG‑4, as MPEG-7 will be grounded on an object-based data model, which is the data model already used by MPEG-4 [4]. Like MPEG-4, MPEG-7 can describe the world as a composition of audiovisual objects with spatial and temporal behavior, allowing object-based audiovisual descriptions. As a consequence, each object in an MPEG-4 scene can have a description (stream) associated with it; this description can be accessed independently. The object-based approach does not exclude more conventional data models, such as frame-based video, but it does allow additional functionalities, such as: 

1. Object-based querying and identification - users may not only identify complete scenes but also individual objects that fulfil his needs 

2. Object-based access and manipulation - the object descriptions may be independently accessed, processed and re-used; 

3. Object-based granularity - different objects may be described with different levels of detail, semantic abstraction, etc.

Since MPEG-7 targets a wide range of application environments, it will offer different levels of discrimination by allowing several levels of granularity in its descriptions, along axes such as time, space and accuracy. Since descriptive features must be meaningful in the context of an application, the descriptions for the same content can differ between user domains and applications. This implies that the same material can be described in various ways, using different features, tuned to the area of application. Moreover, features with different levels of abstraction will be considered. It will thus be the task of the content description generator to choose the right features and corresponding granularity. It clear then that no single ‘right’ description exists for any piece of content; all descriptions may be equally valid from their own usage point of view. The strength of MPEG-7 is that these descriptions will all be based on the same description tools, syntax and semantics, increasing interoperability.

Being always a constraint of freedom, it is important for a standard to be as minimally constraining as possible. To MPEG this means that a standard must offer the maximum of advantages by specifying the minimum necessary, allowing for competition and for evolution of technology in the so-called ‘non-normative’ areas. This implies that just the audiovisual description itself will be standardized, and not the extraction, encoding or any part of the search process. Although good analysis and identification tools will be essential for a successful MPEG-7 application, their standardization is not required for interoperability. In the same way, the specification of motion estimation and rate control is not essential for MPEG-1 and MPEG-2 applications, and the specification of segmentation is not essential for MPEG-4 applications. Nor will the description engine (the “MPEG-7 encoder”) be specified, but only the syntax and semantics of the description tools and the corresponding decoding process. Following the principle of ‘specifying the minimum for maximum usability’, MPEG will concentrate on standardizing the tools to express the audiovisual description. The development of audiovisual content analysis tools - automatic or semi-automatic - as well as of the tools that will use the MPEG-7 descriptions - search engines and filters - will be a task for the industries that will build and sell MPEG-7 enabled products. This strategy ensures that good use can be made of the continuous improvements in the relevant technical areas. The consequence is that new automatic analysis tools can always be used, also after the standard is finalized, and that it is possible to rely on competition for obtaining ever better results. In fact, it will be the very non-normative tools that products will use to distinguish them, which only reinforces their importance.

The description of content may typically be done using so-called low-level features, such as color and shape for images, and pitch for speech, as well as through more high-level features like genre classification, and rating, with a semantic value associated to what the content means to humans. Although low-level features are easier to extract (they can typically be extracted fully automatically), the truth is that most (non-professional) consumers would like to express their queries as much as possible at the semantic level (where automatic extraction is rather difficult). This discrepancy raises an important issue in audiovisual content description: where is the semantic mapping between signal processing-based, low-level features, and image understanding-based, high-level semantic features done? Since the low-level to high-level mapping is intrinsically context dependent, there are basically two major approaches: 

1. Semantic mapping before description - The description is high-level, context dependent, according to the mapping used (and corresponding subjective criteria). Only high-level querying is possible since low-level description information is not available. The description process limits the set of possible queries that can be dealt with. This approach may not be feasible for real-time applications.  

2. Semantic mapping after description - The description is low-level, not context dependent, leaving the low-level to high-level mapping to the identification engine. This approach allows different mapping solutions in different application domains, avoiding querying limitations imposed by the description process. Moreover, low-level and high-level querying may co-exist. 

While the first solution puts the semantic mapping in the description generator, which limits the genericity of the description, the second solution moves the mapping to the identification engine maximizing the number of queries that can be answered since many more semantic mapping criteria can be used. As it is possible to design a description framework that combines low-level and high-level features in every single description (and thus combines the two approaches above), there is no need to choose one and only one of the two approaches. This mapping dichotomy, however, is central to MPEG-7, notably for the selection of the features to be expressed in a standardized way, and constitutes one of the major differences between MPEG-7 and other emerging audiovisual description solutions. In fact, according to the dichotomy above, description genericity requires low-level, non-context dependent, features, pointing towards the harmonious integration of low-level, signal processing based, features and high-level, audiovisual understanding based, features.  

Audiovisual content description strongly depends on the application domain. Since it is impossible to have MPEG-7 specifically addressing every single application - from the most relevant to the more specific - it is essential that MPEG-7 is an open standard. Thus it must be possible to extend it in a normative way to address description needs, and thus application domains, that cannot be fully addressed by the core description tools. This extensibility must give MPEG-7 the power to address as many applications as possible in a standard way, even if only the most important applications drive its development. Building new description tools (possibly based on the standard ones) requires a description language. This language is the description tool that should allow MPEG-7 to keep growing, by both answering to new needs, as well as by integrating newly developed description tools.

2. MPEG-7 Normative Tools

As explained above, it is essential that the standard only define the minimum set of tools essential to enable the relevant applications with a high level of interoperability. Following this principle, MPEG chose to standardize the following elements [3]:

· A set of Descriptors - A descriptor defines the syntax and semantics of a representation entity for a feature. This entity may be atomic or composite, this means that a descriptor may be a combination of descriptors. It is possible to have several descriptors representing a single feature, e.g. to address different relevant requirements. Examples are: a time-code for representing duration, color moments and histograms for representing color, and a character string for representing a title.

· A set of Description Schemes - A description scheme consists of one or more descriptors and description schemes as well as the structure and semantics of the relationships between them. A DS provides a solution to model and describe audiovisual content in terms of structure and semantics. A simple example is: a movie, temporally structured as scenes and shots, including some textual descriptors at the scene level, and color and motion descriptors at the shot level.

· A (set of) Coding Scheme(s) for the descriptions - A coded description is a description that has been encoded to fulfil relevant requirements, such as compression efficiency, error robustness, and random access.

· A language to specify description schemes and (possibly) descriptors called Description Definition Language (DDL) - The DDL is the language to specify description schemes and possibly descriptors.  The DDL will allow the creation of new description schemes and possibly descriptors and the extension of the existing description schemes.
These are the ‘normative elements’ of the standard. 'Normative' means that if these elements are implemented, they must be implemented according to the standardized specification since they are essential to guarantee interoperability. Feature extraction, similarity measures and search engines are also relevant, but will not be standardized since they do not impact interoperability. 

3. Standardization Process

The toolkit approach, bounded by the ‘one functionality, one tool’ principle is largely behind the success of MPEG standards, in opposition to more vertically integrated standards [5]. To apply this approach, the standard development process is organized according to the following major steps: 

1. Identify relevant applications using input from MPEG members;

2. Identify the functionalities needed by the applications above; 

3. Describe the requirements following from the functionalities above in such a way that common requirements can be identified for different applications; 

4. Identify which requirements are common across the areas of interest, and which are not common but still relevant;

5. Specify tools that support the requirements above in three phases:

i) A public call for proposals is issued, asking all interested parties to submit technology which is relevant to fulfil the identified requirements;

ii) The proposals are evaluated in a well-defined, adequate and fair evaluation process, which is published with the call itself. The process can entail e.g. subjective testing, objective comparison and evaluation by experts;

iii) As a result of the evaluation, the technology best addressing the requirements is selected. This is the start of a collaborative process to draft and improve the standard. The collaboration includes the definition and improvement of a ’Working Model’, which embody early versions of the standard and can include non-normative parts. The Working Model evolve by comparing different alternative tools with those already in the Working Model, the so-called ‘Core Experiments’ (CE). In MPEG-7, the Working Model will be called ‘eXperimentation Model’ (XM).

6. Verify that the tools developed can be used to assemble the target systems and provide the desired functionalities. This is done by means of ‘Verification Tests’. For MPEG-1 through 4, these tests were subjective evaluations of the decoded quality. For MPEG-7, they will have to assess efficiency in identifying the right content described using MPEG-7. 

To accommodate possible changes due to a moving landscape, the process above is not rigid: some steps may be taken more than once and iterations are sometimes needed. The time schedule is however always closely observed by MPEG. Although all decisions are taken by consensus, the process keeps a high pace, allowing MPEG to timely provide technical solutions. For MPEG-7, this process translates to the workplan presented in Table 1. 

After an initial period dedicated to the specification of objectives and the identification of applications and requirements, MPEG-7 issued, in October 1998, a Call for Proposals [6] to gather the best available technology fitting the MPEG-7 requirements. The proposals for normative elements will be evaluated by MPEG experts, in February 1999, in Lancaster (UK), following the procedures defined in the MPEG-7 Evaluation document [7, 8]. After the evaluation of the technology received [9], choices will be made and the collaborative phase will start with the most promising tools. A special set of multimedia content was provided to the proposers for usage in the evaluation process; this content will also be used in the collaborative phase. The content set consisting of 32 Compact Discs with sounds, pictures and moving video has been made available to MPEG under the licensing conditions defined in [10]. Although very simple methodologies were used for the evaluation of the audiovisual description tools in the MPEG-7 competitive phase, it is expected that new, more powerful methodologies will be developed during the collaborative phase in the context of the core experiments.

In the course of developing the standard, additional calls may be issued when not enough technology is available within MPEG to meet the requirements, but there must be indications that the technology does indeed exist. The ‘collaboration after competition’ approach followed by MPEG is one of its major strengths because it allows concentration of the effort of many research teams throughout the world on the further improvement of technology that was already demonstrated to be (among) the best.

October 16, 1998
Call for proposals 

Final version of the MPEG-7 Proposal Package Description.

December 1, 1998 
Pre-registration of proposals

February  1, 1999
Proposals due

February 15-19, 1999
Evaluation of proposals (in an Ad Hoc Group meeting to be held in Lancaster, UK)

March 1999
First version of MPEG-7 eXperimentation Model

December  1999
Working Draft stage (WD)

October 2000
Committee Draft stage (CD)

March 2001
Final Committee Draft stage (FCD) after ballot with comments

July 2001
Final Draft International Standard stage (FDIS) after ballot with comments 

September 2001
International Standard after yes/no ballot

Table 1- MPEG-7 time schedule
4. Applications and Requirements

MPEG-7 requirements are application driven, as mentioned above. The relevant applications are all those that should be enabled by the MPEG-7 toolbox. Addressing new applications has the same priority as improving the power of existing ones. There are many application domains that should benefit from the MPEG-7 standard, and no application list drawn up today can be exhaustive. According to the MPEG-7 Applications document [11], MPEG-7 targets at least the following application domains:

· Education

· Journalism

· Tourist information 

· Cultural services

· Entertainment 

· Investigation services, forensics

· Geographical information systems

· Remote sensing
· Surveillance

· Bio-medical applications 

· Shopping

· Architecture, real estate, interior design

· Social 

· Film, video and radio archives

· Audiovisual content production



The list of applications in the MPEG-7 Applications document [11] is a living list, which will be augmented in the future, intended to give the industry - clients of the MPEG work - some hints about the application domains addressed. If MPEG-7 enables new and ‘unforeseen’ applications to emerge then this will show the strength of the toolkit approach. 

In order to develop useful tools for the MPEG-7 toolkit, functionality requirements have been extracted from the identified applications. The MPEG-7 requirements (3( are currently divided into descriptors and description schemes requirements, DDL requirements and systems requirements. Whenever applicable, visual and audio requirements are considered separately. The requirements apply, in principle, to both real-time and non real-time as well as to off-line and streamed applications. They should be meaningful to as many applications as possible. 

5. Conclusion

MPEG-1 and MPEG-2 have been successful standards, and it is expected that MPEG-4 will also set new frontiers in terms of audiovisual representation. Following these projects, MPEG has decided to address the problem of quickly and efficiently identifying various types of multimedia material of interest to the user. For this, a standardized way of describing audiovisual information will be developed in MPEG-7. Since MPEG is a very open environment evolving based on the validity of technical arguments and relevance of application requirements, it is needed, desirable and expected that many experts with useful knowledge in the field of audiovisual description will join this challenging effort in the next months. 
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