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Abstract

Very low bitrate audio-visual applications have recently become a hot topic in image communications. The recognition that audio-visual applications at very low bitrates are potentially very interesting to consumers, and hence manufacturers and service providers, led to the start of considerable standardisation efforts. The most important standardisation efforts in the very low bitrate area are taking place within ITU-T Study Group 15 and ISO/IEC JTC1/SC29/WG11 (MPEG).

This paper intends to review the current situation in the standardisation of very low bitrate audio-visual applications, and to provide a list of important and interesting very low bitrate audio-visual applications, clustered according to their technical features while describing their  main requirements.

1. Introduction

The last decade has been a great decade for image communications, and more specifically for video coding. The maturity of the coding concepts and techniques as well as the development of the digital technology allowed reaching several targets, not expected only a few years earlier. The standardisation bodies had a central role in this process, changing the way standardisation was done until then. Among the major achievements are the ISO/JPEG, CCITT H.261 and ISO/MPEG-1,2 standards, which established the basis for the future ‘image global village’. These standards support a large range of services from still image transmission and videotelephony to HDTV, exploring bitrates from 64 kilobit per second up to some tens of Megabit per second. All of them consider basically statistical, pixel-based, models of the two-dimensional image signal - waveform coding.

In November 1992, a new work item proposal for very low bitrate audio-visual coding was presented in the context of ISO/IEC JTC1/SC29/WG11, well known as MPEG (Moving Pictures Experts Group). The scope of the new work item was described as “the development of international standards for generic audio-visual coding systems at very low bitrates (up to tens of kilobits/second)” [1].

The main motivations for intensifying the work on very low bitrates were: 

· 
The prevision that the industry would need very low bitrate audio-visual coding algorithms in a few years. Some relevant applications can be found  in [2]; these underline the relevance of the standards that are emerging or under development.

· 
The demonstration, with H.261-like technology, that videotelephony is even possible on the Public Switched Telephone Network (PSTN).

· 
The recognition that mobile communications will become an important telecommunication market. Researchers and industry have already identified some interesting mobile audio-visual applications [3].

· 
The fact that very low bitrates seemed to be the last bitrate range that lacked a coherent standardisation effort, which served to justify the growing interest of the audio-visual coding research community.

The addressed applications included mobile or PSTN videotelephony, multimedia electronic mail, remote sensing, electronic newspaper, interactive multimedia data bases and games [1]. In November 1992, the MPEG Ad-Hoc Group on Very-Low Bitrate Audio-Visual Coding, with participation of members from the CCITT Video Coding Experts Group, identified the need for two solutions for the very low bitrate audio-visual coding problem [4]:

· 
A near-term solution (2 years) primarily addressing videotelephone applications on the PSTN, LANs and mobile networks (a CCITT H.261 like solution was expected).

· 
A far-term solution (approximately 5 years) providing a generic audio-visual coding system, with ‘non-annoying’ visual quality, using a set of new concepts and tools which had meanwhile to be identified and developed.

Since the near-term solution was primarily intended for communication applications, it was decided it should be handled by the CCITT (now ITU-T). The far-term solution should produce a generic audio-visual coding system and would be handled by ISO with liaison to CCITT [4].

European efforts

By that time, in Europe, at least three significant research/development efforts in the field of very low bitrate audio-visual (or only video) coding were already going on [5]. 

At the beginning of 1992, the RACE project Mobile Audio-Visual Terminal (MAVT) started to work in the area of very low bitrate video coding with two objectives. Both objectives were due by the end of 1994.

The first target was the choice of speech and video coding algorithms for a DECT (Digital European Cordless Telephone) demonstrator and their hardware implementation. The availability of DECT services is not limited to any particular environment, so that mobile communications can be provided at home, in the office and in the street, through a single DECT channel with a total of 32 kbit/s. DECT has been standardised at a time when many new telecommunication networks were under development. Like for ISDN, the key objective has been to ensure maximum applicability of the standard in a variety of applications based on the new networks. It is expected that DECT equipment will be widespread throughout the major European companies and will start playing a role in the residential market in the late 1990s. The market is estimated to be about 20 million terminals by the late 1990s [3]. The video coding algorithm that was chosen by MAVT is based on a hybrid DCT/VQ
 and motion compensation scheme [6].

MAVT’s second target was the proposal of a video coding algorithm that would use new coding concepts/techniques, e.g. ‘object-oriented’, for the Universal Mobile Telecommunication System (UMTS). UMTS is one of the most relevant future developments in the area of mobile communications and will provide communications with a maximum data rate of about 2 Mbit/s. As a result of this work, some region-based tools and algorithms have been proposed (some of them have been presented to the first round of MPEG-4 tests, in November 1995).

Speech coding for mobile communications was not as critical as video coding, because much experience was gained in the development of GSM (Global System for Mobile Communications) networks. MAVT decided to use an RPCELP technique (Regular Pulse Code Excited Linear Prediction), which relies on assumptions about the nature of audio to be coded. This allowed a basic rate of 4.9 kbit/s for the coding of speech, which increases to 8 kbit/s when the necessary channel coding is added. To make the audio-visual terminal usable, it was necessary to consider a hands-free mode. This mode requires additional audio processing, in particular echo reduction [7].

Simultaneously to MAVT, the COST 211 ter project recognised the interest in very low bitrate video coding. Initially a hybrid DPCM/transform coding algorithm, using DCT, motion estimation/compensation, runlength coding, VLC and FLC coding was proposed. This was the so-called ‘Simulation model for very low bitrate image coding (SIM)’ [8]. This scheme was based on the Reference Model 8 (RM8), the reference model for the CCITT H.261 coding standard. Half pixel accuracy motion estimation and motion compensation at the block level were added to RM8, the filter in the loop and the GOB layer were dropped. Further differences were transmitting the quantization step once per picture and the way macroblock addressing is done. This scheme came to play an important role in the development of the ITU-T H.263 standard “Video coding for low bitrate communication” [9].

SIM considered only ‘conventional’ coding techniques, and it was COST 211 ter’s assessment that the compression efficiency of these conventional, pixel-oriented, techniques was approaching a saturation point. Therefore COST 211 ter decided to define a new simulation model for object-oriented analysis-synthesis coding at very low bitrates, called Simulation Model for Object-based Coding (SIMOC) [10]. This simulation model tried to use more complex models of the images, e.g. by attempting to recognise and code objects with different motion. In SIMOC each object is described by the following three sets of parameters: shape, motion and colour (luminance and chrominance). Objects conforming to the underlying source model were synthesised out of the previously transmitted colour parameters, while the objects for which the model failed had their colour parameters coded.

A third European research effort deserving reference, the RACE project MORPHECO, considered the use of mathematical morphology [11]. This approach involved a time-recursive segmentation relying on the pixels’ homogeneity, a region-based motion estimation and motion compensated contour and texture coding.

Developments in MPEG-4

In September 1993, the MPEG AOE (Applications and Operational Environments) group met for the first time. The main task of this group was to identify the applications and requirements relevant to the far-term very low bitrate solution to be developed by ISO/MPEG. At the same time, the near-term hybrid solution being developed within the ITU-T LBC (Low Bitrate Coding) group started producing the first results. It was quite generally felt that these results were close to the best performance that could by obtained by block-based hybrid DCT/motion compensation coding schemes. 

In July 1994, the Grimstad meeting of MPEG marked a major change in the direction of MPEG-4. Until that meeting, the main goal of MPEG-4 had been to obtain a significantly better compression ratio than could be achieved by conventional techniques. Only very few people, however, believed that it was possible, within the next 5 years, to get enough improvement over the LBC standard to justify a new standard. So the AOE group was faced with the need to broaden the objectives of MPEG-4, believing that ‘pure compression’ would not be enough.

The group then started an in-depth analysis of the audio-visual world trends [12], based on the convergence of the TV/film/entertainment, computing and telecommunications worlds (see figure 1). The conclusion was that the emerging MPEG-4 coding standard should support new ways, notably content-based, for communication, access and manipulation of digital audio-visual data. The new expectations and requirements coming from these three worlds, require MPEG-4 to provide an audio-visual coding standard allowing for interactivity, high compression and/or universal accessibility. Moreover, the new standard should have a structure that can cope with rapidly evolving hardware and software technologies. In other words: it should provide a high degree of flexibility and extensibility, to make it time-resistant through the ability to integrate new technological developments [12, 13].



Figure 1 - Areas to be addressed by MPEG-4

Defining the concepts of content and interaction as central to MPEG-4 rendered the relation to any particular bitrate range less significant, although lower bitrates are still a primary target. The new MPEG-4 direction signifies a very clear ‘jump’ in terms of the audio-visual representation concepts, because a new set of functionalities is required, closer to the way that users ‘approach’ the real world. These functionalities were hardly, if at all, supported by ‘conventional’ pixel-based approaches. 

The big challenge of defining the first content-based audio-visual information representation standard has now become the target of MPEG-4, along with the key targets of universal accessibility and high compression.

It is foreseen that MPEG-4 will have two rounds of tests: one in November 1995
 and one in July 1997. An additional evaluation of video proposals took place at the extra MPEG meeting in Munich, January 1996 At the MPEG-4 first round of video tests, the bitrates to be tested ranged from 10 to 1024 kbit/s [14]. The video test material was divided in 5 classes, 3 of which clearly address low or very low bitrates: class A - low spatial detail and low amount of movement - 10, 24 and 48 kbit/s; class B - medium spatial detail and low amount of movement or vice-versa - 24, 48 and 112 kbit/s and class E - hybrid natural and synthetic content - 48, 112 and 320 kbit/s. The outcome of the first MPEG4 round of video proposals evaluation (November 1995 and January 1996) should allow the definition of one or more video verification models that will be used for core experiments. These core experiments serve to study the performance of the newly proposed tools and algorithms. A verification model is defined as a fully specified coding and decoding environment where experiments may be performed by many parties to analyse the performance of interesting coding/decoding blocks. According to the MPEG-4 Testing and Evaluation Procedures Document [14], it is expected the various verification models will address different sets of functionalities and/or will use distinct technologies. 

At the MPEG January 96 meeting in Munich, a single MPEG4 Verification Model (VM) was defined. In this VM, a scene is represented as a composition of ‘Video Object Planes’ (VOPs) [15]. A VOP is defined as an entity in the stream that the user can access and manipulate. Having these entities correspond to the semantic objects in the scene will allow a meaningful interaction with the scene content. The VOPs can have arbitrary shape and different spatial and temporal resolutions, making possible the adaptation of the coding to the characteristics of the various objects in the scene. Notice that the methods to define the VOPs are not defined in the document describing the MPEG4 video VM [15]. Depending on the application, the definition of the VOPs can be done automatically, with human assistance or completely manually, but VOPs may also be made available explicitly, e.g. if the scene is produced as a composition of several existing objects. The first MPEG4 VM uses ITU-T H.263 coding tools together with shape coding, following the results of the November 1995 MPEG4 video subjective tests [15].

In conclusion, the current situation regarding standardisation for very low bitrate video applications is as follows:

· 
The ITU-T is issuing a set of new recommendations under the umbrella of recommendation H.324 “Terminal for low bitrate multimedia communication”, including recommendation H.263 “Video coding for low bitrate communication”.

· 
ISO/MPEG will specify a content-based audio-visual representation standard, providing a set of new or improved functionalities, very relevant also for very low bitrate audio-visual applications, although MPEG-4 is not exclusively intended for use at very low bitrates.

Using these two standardisation efforts as a reference point, a more detailed description and analysis of very low bitrate applications will be proposed in the following sub-sections. The applications will be clustered, described, and their main requirements and features will be presented. The Very Low Bitrate Audio-Visual (VLBAV) applications described in this paper are applications that benefit from coding schemes that work well at and below 64 kbit/s. This threshold was chosen because standards exist starting at 64 kbit/s but not yet below, and we wanted to know the requirements for those bitrates for which AV standards are currently being developed. It goes without saying that some of the proposed applications can and will be provided with higher bitrates, if better quality is needed.

We recognise that the list of applications presented here is not exhaustive. It will grow with the availability of the new standards and products. We hope, however, that it provides a view on the types of applications and services that will be offered once the right technology exists to support them.

1.1 The ITU-T SG 15 Very Low Bitrate Standardisation Effort



The appearance, in 1992, of the first PSTN videotelephones in the market, marked the need to define on short notice a standard for very low bitrate audio-visual coding. In fact, ITU-T has assigned an urgent priority to the very low bitrate videotelephone program, specially for the near-term solution, and established, in November 1993, a program to develop an international standard for a videotelephone terminal operating over the public switched telephone network [16]. A very aggressive schedule was defined for the near-term recommendation: the initial draft was completed in March 1994 and a frozen draft was issued in February 1995. The work was to consider the complete terminal and not only the audio-visual coding blocks; available standards could however be used for some parts of the terminal.

After an impressive amount of work, ITU-T decided in February 95 that the draft recommendation H.324 was stable and could be approved later in the year. At the same time, ITU-T decided to accelerate the schedule to develop a standard for a videotelephone terminal to operate over mobile radio networks [17]. The mobile terminal will be called H.324/M and will be based on the H.324 terminal to allow easy interoperation between mobile and fixed networks.

ITU-T Recommendation H.324 is the umbrella for a set of recommendations addressing the major functional elements of the low bitrate audio-visual terminal:

· 
H.324 - Terminal for low bitrate multimedia communication

· 
H.263 - Video coding for low bitrate communication

· 
G.723 - Dual rate speech coder for multimedia communications transmitting at 5.3 & 6.3
kbit/s

· 
H.245 - Control protocol for multimedia communication

· 
H.223 - Multiplexing protocol for low bitrate multimedia communication
It is expected the H.324 terminal will have two main applications: conventional videotelephony for general use and multimedia systems integrated into a personal computer for business environments. The word ‘multimedia’ was introduced in the name of the recommendations to highlight that a wide range of applications is targeted: speech + data, speech + video and speech + data + video [18].

H.324 specifies the use of the V.34 modem, which operates with bitrates up to 28.8 kbit/s and the V.8 (or V.8bis) procedure to start and stop data transmission. An optional data channel is defined to provide for the exchange of computer data in the workstation/PC environment. H.324 specifies the use of the T.120 protocol as one possible means for this data exchange [17]. Recommendation H.324 also specifies the seven phases of a call: set-up, speech only, modem training, initialisation, message, end and clearing.

The recommended speech coder (G.723) can be used for a wide range of audio signals although it is optimised to code speech. Two mandatory bitrates were established: 5.3 and 6.3 kbit/s. The coder is based on the general structure of the Multipulse-Maximum Likelihood Quantiser (MP-MLQ) speech coder. A quality equivalent to that of a POTS (Plain Old Telephone System) toll call is provided by the coder [17].   

In terms of video coding, it is mandatory for the H.324 terminal to be able to decode both H.261 and H.263 bit streams. It is interesting to note that the name of the H.263 recommendation initially read ‘very low bitrates’ but later became to read just ‘low bitrates’. This happened because much interest was expressed to use H.263 above 64 kbit/s, as the H.263 algorithm outperforms the H.261 algorithm by a greater factor than was expected (at least 2 to 1) [18].

The H.263 coding algorithm is basically an extension of the H.261 algorithm. This means it is still based on DCT, motion compensation, variable length coding and scalar quantisation and uses the same macroblock structure. The main differences are the VLC tables, half pel motion compensation, PB-frames mode, no inclusion of error detection/correction (H.261 used BCH codes), different macroblock addressing and no use of end-of-block markers. H.263 has some additional options such as: overlapped block motion compensation, motion vectors pointing outside the picture, 8x8 pel motion vectors and syntax-based arithmetic coding [17]. 

The H.263 source coder can operate on five standardised picture formats: sub-QCIF, QCIF, CIF, 4CIF and 16CIF. All decoders shall be able to operate using sub-QCIF and QCIF. The coder operates on non-interlaced pictures with a frequency of 29.97 Hz. 

Recommendation H.245 defines the communication protocol for the use of the virtual communication channel for the supervision and control of the terminal operation. This recommendation defines a flexible, extensible infrastructure, for use in a wide variety of multimedia applications such as storage/retrieval, messaging, and distribution services, but also  for conversation [17].

The multiplexing protocol specified in recommendation H.223 considers two layers: the adaptation layer (using a V.42 LAPM protocol for the data and control channels) and the multiplex layer. This multiplex structure is designed bearing in mind mobile environments that will require additional error control procedures [17].

Having almost finished the work related to the near-term very low bitrate solution (the mobile work is still going on), ITU-T will from now on direct its focus to the far-term solution. Although the intention is to do the studies towards the video coding scheme in collaboration with ISO/MPEG, the same is not necessarily true for audio/speech, since some differences in the requirements may exist between ITU-T and MPEG-4. The ITU-T already decided that, for the far-term approach, SG 15 Working Party 1 will adopt the 4 kbit/s toll quality speech codec to be developed by SG 15 Working Party 2.

1.2 MPEG-4 and VLBAV Applications: Which Relation ?

Although the MPEG-4 effort has no more as its sole target the definition of an audio-visual information representation standard for very low bitrates, the efforts in MPEG-4 are still closely related to very low bitrate applications.

The vision behind the MPEG-4 standard is best explained through the eight ‘new or improved functionalities’, described in the MPEG-4 Proposal Package Description [13]. These eight functionalities come from an assessment of functionalities that will be useful in near future applications, but are not supported or not well-supported by current coding standards. 

There are also several other important, so-called ‘standard’, functionalities, that MPEG‑4, just like the already available standards, needs to support as well. Examples are: synchronisation of audio and video, low delay modes, and interworking [13]. Of course MPEG-4 does not exclude already available technologies from being used to provide the standard functionalities.

One of the main limitations of current audio-visual coding standards is the low degree of interactivity they allow. Until now, user interaction with audio-visual information has been limited to the controlling of the display of the sequence through the well-known ‘trick modes’ as they are provided by, for instance, MPEG‑1 & 2. MPEG-4 will support addressing the image content, which will allow the user to have access to the ‘objects’ in the image. This access to the audio-visual content is a novelty in the context of audio-visual coding, and it requires the study and development of new concepts, tools and techniques. Taking the ‘content’ approach to audio and video has several implications and difficulties, of which the automatic extraction of the ‘objects’ is a good example.

The eight ‘new or improved’ MPEG-4 functionalities were clustered in three classes that are related to the aforementioned three worlds, the convergence of which MPEG-4 wants to address [13]:

Content-based interactivity 
Content-based multimedia data access tools






Content-based manipulation and bitstream editing






Hybrid natural and synthetic data coding






Improved temporal random access

Compression


Improved coding efficiency






Coding of multiple concurrent data streams

Universal access


Robustness in error-prone environments






Content-based scalability



 

Since the three classes are not orthogonal, some of the functionalities might also be put in a different class. A good example is content-based scalability. This is a useful functionality for universal access since it is instrumental for the access through any kind of (low band width) channel, but also for content-based interactivity since content-based scalability and organisation of content are central for content-based interaction.

Some functionalities may be more important, because they stand for strategic choices and trends, with a large impact in the way audio-visual information will be dealt with in the future. Others ‘just’ provide more down-to-earth functionalities, or are consequences of the ‘bigger’ functionalities. Regardless of their ordering and presentation, these functionalities put real challenges in terms of designing efficient coding schemes that provide support for them.

In the framework of this paper it’s worthwhile to analyse the functionalities from a low bitrate point of view. We will use definitions and examples taken from MPEG-4’s Proposal Package Description [13] throughout this section.

· 
Improved Coding Efficiency 

The growth of mobile networks creates an ongoing demand for improved coding efficiency, and therefore MPEG‑4 has set as its target to provide subjectively better audio-visual quality compared to existing or other emerging standards (such as H.263), at comparable bitrates. Note that simultaneously supporting other functionalities may work against compression efficiency, but this is not a problem, as different configurations of the coder may be used in different situations. 

It goes without saying that this functionality is very useful in very low bitrates applications. Yet it is not the only or even the main target of MPEG-4 and thus the development of the new standard does not depend on achieving a significant compression improvement. 

Example uses: efficient transmission of audio-visual data on low-bandwidth channels; efficient storage of audio-visual data on limited capacity media, such as chip cards.

· 
Robustness in Error-Prone Environments 

Since ‘universal accessibility’ implies access to applications over many wireless and wired networks and storage media, MPEG-4 shall provide an error robustness capability. Particularly, sufficient error robustness shall be provided for low bitrate applications under severe error conditions. Note that MPEG‑4 will be the first audio-visual representation standard where channel characteristics are considered in the specification of the representation methods. The idea is not to substitute the error control techniques implemented by the network but to provide resilience against the residual errors, for instance through selective forward error correction, error containment or error concealment. 

This functionality is clearly related to very low bitrate environments (especially mobile) and may provide a relevant improvement in terms of the final subjective impact. Just like improved coding efficiency, this functionality contributes to stimulate new audio-visual applications, specifically in very low bitrate environments.

Example uses: transmitting from a database over a wireless network; communicating with a mobile terminal; gathering audio-visual data from a remote location. 

· 
Content-Based Scalability

 MPEG-4 shall provide the ability to achieve scalability with a fine granularity in content, spatial resolution, temporal resolution, quality and complexity. Content-scalability may imply the existence of a prioritisation of the ‘objects’ in the scene. The combination of more than one scalability case can yield interesting scene representations, where more important ‘objects’ are represented with higher spatial and/or temporal resolutions. The scalability based on the content represents the ‘heart’ of the MPEG-4 vision, since once a list of ‘objects’ and their relative importance is available, other content-based functionalities should be easily achievable.

Scalability is a central concept to very low bitrate applications, since it provides the capacity to adapt to the resources available. This functionality should allow a user to request, for example, for the highest priority content to be shown with an acceptable quality, for the second priority content with a lower quality and to do without the remaining content.

Example uses:  user selection of decoded quality of individual objects in the scene; database browsing at different scales, resolutions, and qualities.

· 
Improved Temporal Random Access

MPEG-4 shall provide efficient methods to randomly ac​cess, within a limited time and with fine resolution, parts (e.g. frames or objects) from an audio-visual sequence. This includes ‘conventional’ random access at very low bit rates.

This content-based functionality ‘bears clearly in mind’ very low bitrate applications because typically the limited resources and low temporal resolutions make random access problematic.

Example uses - audio-visual data can be randomly ac​cessed from a remote terminal over limited capacity media; a ‘fast forward’ can be performed on a single audio-visual object in the sequence.

· 
Content-Based Manipulation and Bitstream Editing 

MPEG-4 shall provide a syntax and coding schemes to support content-based manipulation and bitstream editing without the need for transcoding. This means that the user should be able to select one specific ‘object’ in the scene/bitstream and perhaps change some of its characteristics. 

This functionality is closely related to the content-based scalability functionality, since it is also based on a content-based representation of the audio-visual information. Some very low bitrate applications may take benefit of this capability, but this functionality is not bitrate-specific.

Example uses: home movie production and editing; interactive home shopping; insertion of sign language interpreter or subtitles.

· 
Content-Based Multimedia Data Access Tools 

MPEG-4 shall provide efficient data access and organisation based on the audio-visual content. Access tools may be indexing, hyperlinking, querying, browsing, uploading, downloading, and deleting. 

This is another functionality with a close relation to the content-based scalability functionality. Since it provides the capability to access to data in a (content-based) selective way, it is useful to bandwidth limited conditions where resources have to be optimised in view of user targets; the alternative could be the access to the data related to all the contents in an image or sequence which would be much less efficient. 

Example uses: content-based retrieval of information from on-line libraries and travel information databases.

· 
Hybrid Natural and Synthetic Data Coding 

MPEG-4 shall support efficient methods for combining synthetic scenes with natural scenes (e.g. text and graphics overlays), the ability to code and manipulate natural and synthetic audio and video data and decoder-controllable methods of mixing synthetic data with ordinary video and audio, allowing for interactivity. Whereas current standards are optimised for natural content (recorded with cameras and microphones), synthetic audio and video are becoming more and more common. MPEG‑4 will certainly be used to encode artificial content (using adequate representation methods), as well as mixed natural/synthetic scenes. The new standard should also facilitate creating these types of scenes from different (stored and encoded) sources. This functionality offers something new to the image world: the harmonious integration of natural and synthetic audio-visual ‘objects’. This represents a first step towards the unification/integration of all kinds of audio-visual information.

Also this functionality is not bitrate-specific, although the harmonious and efficient integration of the natural and synthetic worlds is, again, very useful when resources are limited.

Example uses: virtual reality applications; animations and synthetic audio (e.g. MIDI) can be mixed with ordinary audio and video in a game; graphics can be rendered from different viewpoints.

· 
Coding of Multiple Concurrent Data Streams

MPEG-4 shall provide the ability to efficiently code multiple views/soundtracks of a scene as well as sufficient synchronisation between the resulting elementary streams. For stereoscopic and multiview video applications, MPEG-4 shall include the ability to exploit redundancy in multiple views of the same scene, also permitting solutions that allow compatibility with normal video. This functionality should provide efficient representations of 3D natural ‘objects’ provided a sufficient number of views is available. Again this requires a complex analysis task. Applications such as virtual reality, where almost only synthetic ‘objects’ are used to date, can substantially benefit from this capability.

This does not represent the most important functionality to low bitrate applications, although it will facilitate the deployment of such services as mobile virtual reality.

Example uses: multimedia entertainment, e.g. virtual reality games, 3D movies; training and flight simulations; multimedia presentations and education.

As we have said a number of times, MPEG-4’s focus will require a fundamental change in the way audio-visual content is coded. It is also clear that although the future MPEG-4 standard is not only addressing the lower bitrate range, it will play a main role in the wide spreading of this kind of applications.

The MPEG-4 schedule is very tight - Committee Draft by November 97 [19] - but having a CD is not the end of the development of MPEG-4. Because hardware technology is still making steady progress, which allows programmable audio-visual systems, the standard wants to be flexible and extensible, which means that ‘only adequate’ solutions need be available when it becomes a CD. Better techniques can be incorporated in the standard later but the framework, the basic structure, definitely has to be in place by then.

To allow the required type of flexibility, a new structure for the standard will be developed. In this context, the following four elements are important [13]:

· the MPEG-4 syntactic description language (MSDL), 

· tools, 

· algorithms,

· profiles. 

These elements will either be normative or useful in the development process of the standard. The decision about which elements will be normative has not yet been taken. 

A tool is a technique that is accessible via the MSDL or described using the MSDL. An algorithm is an organised collection of tools that provides one or more functionalities. A profile is an algorithm or a combination of algorithms, constrained in a specific way to address a particular class of applications.

The MSDL will be responsible for giving the MPEG-4 standard the desired flexibility and extensibility. It has the objective to allow selection, description and downloading of tools, algorithms and profiles and to describe how the elementary data streams are to be parsed and processed. This means the MSDL shall provide means for negotiating the configuration of the decoder determining a profile, for describing a profile: components (tools and algorithms) and links between these components, for downloading missing components in a machine-independent language, specially dedicated to audio-visual applications, and for transmitting data (audio-visual and other) with syntax and semantics consistent with the selected profile [13,20].

2. Classification of VLBAV Applications

In section 3, the VLBAV applications will be classified according to their technical features. The applications are clustered in classes according to a set of basic features. This kind of clas​sification has been done before. For B-ISDN for instance, the result of such a classification can be found in Recommendation CCITT I.211 - ‘Integrated services digital network - General structure and service capabili​ties’ [21]. Note, however, that the classification in Recommendation I.211 is done primarily from the network point of view, while in this paper a point of view closer to the user and the system is chosen.

The classification of the applications proposed in this paper is based on the following three main characteristics:


Timing constraints - Applications are classified as real-time or non-real-time. In a real-time application the information is simultaneously acquired, processed, transmitted and potentially used in the receiver (timing restrictions are primarily related to the encoder side, so whether the information is actually used or stored is of less importance here). Note that other definitions of ‘real-time’ are possible.


Symmetry of transmission facilities - Applications are classified as symmetric or asymmetric. Symmetric applications are those where equivalent transmission facilities are available at both sides or in both directions of the communication link.

Interactivity - Applications are classified as interactive or non-interactive. Interactive appli​cations allow the user individual presentation control. This includes VCR-type play-back control, but also more sophisticated forms of user control like those used in hypermedia (control is usually achieved through a return data channel but also the transmission of ‘conventional’ audio-visual information could be used, such as in the case of voice or gesture control).
Combining these three characteristics leads to eight possible classes of applications. However, only for 5 classes we have identified and described relevant applications (see table 1). Note that other ways to cluster applications can be found on the basis of other characteristics, or even using different definitions of similar characteristics. We found the presented classification useful in our contributions towards standardisation.

	Real time
	Symmetric
	Interactive
	Application class 1
	Videotelephony

Multipoint videotelephony

Videoconference

Co-operative work

Symmetric remote classroom

Symmetric remote expertise

	
	
	Non-Interactive
	No relevant applications identified for the moment
	-

	
	Non-symmetric
	Interactive
	Application class 2
	Remote monitoring and control

Asymmetric remote classroom

Asymmetric remote expertise

News gathering

	
	
	Non-Interactive
	No relevant applications identified for the moment
	-

	Non-real-time
	Symmetric
	Interactive
	Application class 3
	Multimedia messaging



	
	
	Non-Interactive
	No relevant applications identified for the moment
	-

	
	Non-symmetric
	Interactive
	Application class 4
	Information base retrieval

Games

	
	
	Non-Interactive
	Application class 5
	Multimedia recording

Non-interactive multimedia presentation

Broadcasting for portable and mobile receivers


Table 1 - Classification of applications based on technical features 

Application classes will be characterised by some basic features as well as by some common requirements of their members. Moreover, for each application class specific applications will be presented, detailing their particular requirements and characteristics. The requirements presented are not always quantified; further detailing can be done in the course of the standardisation work.

The requirements presented will include a priority field (in the cells or in brackets), filled according to the following abbreviations:


1 - ‘Must have’


2 - ‘Important, but some compromise is possible’


3 - ‘Would like to have’

For the time being, all mobile networks are mentioned under the term ‘mobile’, although it is recognised that different mobile networks will impose different constraints. GSM2 is considered under the assumption that it will provide channels up to 64 kbit/s. The same considerations apply for digital storage media.

3. Very Low Bitrate Audio-Visual Applications

In this section, we will identify, describe and cluster relevant VLBAV, using the classification criteria proposed in section 2.

3.1. Real-time Applications
This sub-section addresses real-time VLBAV applications. First a general characterisation of these applications in terms of main features and requirements is proposed. After each individual application is described and its requirements are presented. 

General description:

This sub-section encompasses all the applications which have the following common basic features:


real-time - the information is simultaneously acquired, processed, transmitted and potentially used in the receiver


mainly bi-directional connections


critical delay requirements


mainly user-to-user communications


audio content is mainly speech 


provisions for hands-free use relevant


minimisation of the coder and decoder complexities are usually equally  important


error resilient

One of the most important characteristics of these applications is the need for real-time coding.  This need has a large influence in the coding algorithms. Although real-time applications include every kind of conver​sational interaction, no a-priori knowledge exists about the video content, which is clear when we think of news gathering or remote monitoring. Concerning the audio content, speech will probably be the most frequently occurring content. 

Media:

The delivery media to consider are:


ISDN (1B) (Integrated Services Digital Network);


PSTN (Public Switched Telephone Network);


Mobile networks: GSM2 (Global System for Mobile Communications), DECT (Digital European Cordless Telephone), UMTS (Universal Mobile Telecommunications System), FPLMTS (Future Public Land Mobile Telecommunication System) now IMT-2000 (International Mobile Telecommunications-2000), etc.;


Microwave and satellite networks;


Digital storage media (e.g. immediate recording);


Concatenations of the above.

Notice that some applications, such as those delivering audio-visual data to a digital storage medium that will only be used later (e.g. recording in remote monitoring), may not have to be real-time and can use a non real-time coder.

Requirements:

The  relevant common requirements of real-time applications are (in the table, P means priority):

	System requirements
	P
	Video requirements
	P
	Audio requirements
	P

	real-time; low initial and total delays
	1
	generic content
	1
	mainly speech content; mono, mainly narrow band but wide band should be available when​ever bitrate allows
	1

	audio and video qualities balanced (precise definition is needed) but audio prevails in critical cases
	1
	spatial resolution >= QCIF
	1
	speech quality: under​standable at the lowest possible bitrate; compa​rable to toll quality at 4 kbit/s (average) with 8 kbit/s (maximum) (for further study) 
	1

	data transfer capabilities
	1
	content-based control, e.g. of quality, resolution, etc.
	1
	provisions for hands free use
	1

	transmission facilities in both directions; total bitrate depending on the network; video and audio with variable bitrates
	1
	recognition of emotions
	1
	bitrate: defined by quality but quality/bitrate ratio higher than for existing standards in the same conditions
	1

	minimum coder/decoder complexities; real-time coding
	1
	low coding delay
	1
	coding delay < 40 ms (for further study)
	1

	user control of some system settings, e.g. exchange of audio/video bitrates or of temporal/spatial resolutions or spatial focusing
	1
	quality better than existing standards in the same conditions
	1
	wide band speech/audio quality comparable to G.722 at a bitrate to be determined (e.g. 16 kbit/s for audio and 12 kbit/s for speech)
	1

	interworking with various types of terminals (to define)
	1
	good quality still pictures provision
	1
	wide band (generic) audio content
	2

	provision of timing information, e.g. for audio and video or display synchronicity 
	1
	bitrate: all but the audio and data part
	1
	compatibility with existing standard coding algorithms
	3

	error resilience more critical for mobile and PSTN networks
	1
	temporal resolution >= 5 Hz
	2
	
	

	provisions for security
	2
	compatibility with existing standard coding algorithms
	?
	
	


Table 2 - Requirements for real-time applications

3.1.1. Symmetric Real-time Applications

This sub-section includes all the real-time applications that are: 


Symmetric - equivalent transmission facilities are available in both directions or at both sides of communication.
3.1.1.1. Application Class 1 - Interactive Symmetric Real-time Applications

This class encompasses all the symmetric real-time applications that are interactive. This means that the user has individual presentation control, which includes VCR-type play-back control, but also more sophisticated forms of user control like those used in hypermedia. This control is usually achieved through a return data channel but also the transmission of ‘conventional’ audio-visual information could be used, such as in the case of voice or gesture control.
In the context of application class 1 - interactive symmetric real-time applications - at least the following applications seem to be relevant:

3.1.1.1.1. Videotelephony

Description

Conversational person to person communication without any limitations in the scene environment or the networks used. This may include data/information transfer capabilities, e.g. for auxiliary still pictures, documents, etc.

Requirements

Besides the general requirements of real-time applications, the following additional requirements apply (corresponding priorities in brackets):

SYMBOL 183 \f "Symbol" \s 10 \h
critical audio/video synchronicity; only conversational interaction (1)

SYMBOL 183 \f "Symbol" \s 10 \h
video content: one person is in the scene, the background can have a very generic content 
(1)

· 
content-based quality/resolution control (1)

Content-based quality control can easier be achieved when new coding approaches are used, like those foreseen for the MPEG-4 standard. These should be based on the content-based representation of the audio-visual information. This requirement is particularly interesting for VLBAV applications, since the perceived quality may be substantially improved by the adequate distribution of the bandwidth resources among the ‘objects’ in the sequence. This is often the case of videotelephony, where there is clearly a more important ‘object’ which deserves more attention: the face.

3.1.1.1.2. Multipoint videotelephony

Description

Conversational communication involving more than two people in different places. The multipoint control functionality may either reside in the network or in one of the terminals.

Requirements

Besides the general requirements for real-time applications, the following additional requirements apply:

SYMBOL 183 \f "Symbol" \s 10 \h
multipoint control facilities (1)

SYMBOL 183 \f "Symbol" \s 10 \h
critical audio/video synchronicity; only conversational interaction (1)

SYMBOL 183 \f "Symbol" \s 10 \h
video content: one person is in the scene that can have a very generic content (1)

· 
content-based quality/resolution control (1)

· 
content-based data access (2)

For this application, in which several people are involved, it will be interesting to be able to access data related to the content of the scene. In a multipoint videotelephony business context, it should be possible to access the personal biography of each of the participants by just clicking on the relevant subject. The data to be accessed could be available at each site or to be downloaded to the multipoint control facility.

3.1.1.1.3. Videoconference

Description

Conversational communication involving more than one person in each of the two or more connected places. Videoconference often takes place in a conference room environment or a private office setting.

Requirements

Besides the general requirements of real-time applications, the following additional requirements apply:

SYMBOL 183 \f "Symbol" \s 10 \h
critical audio/video synchronicity; only conversational interaction (1)

SYMBOL 183 \f "Symbol" \s 10 \h
video content: a group of people is in the scene but it can have a very different content (1)

SYMBOL 183 \f "Symbol" \s 10 \h
video spatial resolution >= QCIF (1)

· 
content-based quality/resolution control (1)

· 
content-based data access (2)

As in multipoint videotelephony, the access to data related to the content of the scene, e.g. the biography of the participants may be very useful.

3.1.1.1.4. Co-operative work

Description

Co-operative work involves the conversational interaction between people (videotelephony) and the simultaneous use of data communication facilities, which are at least as important as the visual information. The quality of the image may be somewhat compromised to obtain adequate data throughput. Co-operative work may involve more than two terminal points, in which case multipoint control facilities have to be provided.

Requirements

Besides the general requirements of real-time applications, the following additional requirements apply:

SYMBOL 183 \f "Symbol" \s 10 \h
low delay data transmis​sion for co-operative work (1)

SYMBOL 183 \f "Symbol" \s 10 \h
more than conversational interaction: compromises on the audio-visual quality may have 
to be accepted to improve data transmission (1)

SYMBOL 183 \f "Symbol" \s 10 \h
video content: one person is in the scene that can have a very generic content (1)

· 
content-based quality/resolution control (1)

· 
content-based data access and manipulation of audio-visual content (2)

SYMBOL 183 \f "Symbol" \s 10 \h
multipoint control facilities if more than two terminal points are involved (2)

For co-operative work, the possibility to do content-based access to a data base and to manipulate this information to be used in the current work seems very important. For example, a movie may be edited in co-operation accessing and manipulating the information in some remote data bases.  

3.1.1.1.5. Symmetric remote classroom

Description

This application resembles videotelephony or videoconference in its use of bi-directional symmetric conversational communication. Pupils and the teacher can both send and receive the same data types. It differs from videotelephony in the fact that there usually is a fixed central control point - the teacher - who, in a multipoint connection, sends one scene to all other participants, and chooses to look at one of the available scenes. It is a symmetric application considering that each participant can send and receive equivalent data flows (although not every time).

Requirements

Besides the general requirements of real-time applications, the following additional requirements apply:

SYMBOL 183 \f "Symbol" \s 10 \h
multipoint control facilities (1)

SYMBOL 183 \f "Symbol" \s 10 \h
critical audio/video synchronicity; only conversational interaction (1)

SYMBOL 183 \f "Symbol" \s 10 \h
video content: generic, graphical content (e.g. black board, flip over) (1)

· 
content-based quality/resolution control (1)

· 
content-based data access and manipulation of audio-visual content (2)

Note that this is the first application to which the requirement of generic video content is essential. The functionality of content based data access is particularly interesting in the context of this application since the final result of the lecture will very likely be significantly improved if the student can access and manipulate complementary information (of any type), during or after the lecture. An example: by indicating an ‘object’ in the scene, additional information is made available.

 3.1.1.1.6. Symmetric Remote Expertise

Description

Experts are consulted from a remote location. In some situations the video link only has to be provided to the expert (for instance when the expert assesses the damage of an accident), but also symmetric cases will happen, for example when the expert wants to demonstrate which actions to take. An example could be  medical assistance.

Requirements

Besides the general requirements of real-time applications, the following additional requirements apply:

SYMBOL 183 \f "Symbol" \s 10 \h
critical audio/video synchronicity; only conversational interaction (1)

SYMBOL 183 \f "Symbol" \s 10 \h
video content: generic (1)

· 
content-based quality/resolution control (1)

· 
content-based data access and manipulation of audio-visual content (2)

Also here content-based functionalities are particularly useful, as items deserving particular attention can be rendered with additional quality. Imagine a ‘remote’ doctor indicating a particular ‘object’ in the scene which would be immediately zoomed and coded with improved resolution or quality.

3.1.1.2. Non-interactive Symmetric Real-time Applications

We have not (yet) identified any applications that fit the definition of this category.

3.1.2. Asymmetric Real-time applications 

In addition to the features characterising real-time applications, asymmetric real-time applications have the following additional feature:


Asymmetry - The transmission facilities required for these applications depend on the direction, and are not the same at all ends of the communication.

3.1.2.1. Application Class 2 - Interactive Asymmetric Real-time Applications

The applications under this class are interactive as defined at the beginning of this document. The interactivity may be:


user-to-user, user-to-machine or machine-to-user;


conversational and/or some user remote control through a return data channel.

In the context of application class 2 - interactive asymmetric real-time applications - we have identified the following relevant applications:

3.1.2.1.1. Remote monitoring and control

Description

Audio-visual data is collected in real-time from a remote location, typically through a machine-user communication. There is usually an audio-visual channel from the remote location and an audio channel and/or control channel the other way round for the remote control of cameras and/or microphones. Data may be recorded for later play back, which implies the need to support the so-called ‘trick modes’. Typical examples are property, building and traffic monitoring. Audio may not always be needed, in one or both directions, but for some situations a ‘good quality’ audio channel can be essential, e.g. audio remote detection or remote control through a return speech channel. Remote monitoring will be applied to very different situations in terms of danger involved, reaction time needed, etc., which can give quite different requirements with regard to, for instance, security, delay and resolution.

Requirements

Besides the general requirements of real-time applications, the following additional requirements apply:

SYMBOL 183 \f "Symbol" \s 10 \h
video content: generic (1)

SYMBOL 183 \f "Symbol" \s 10 \h
audio content: generic (ambient noise may be relevant); wide band (1)

· 
significant changes in scene should not be skipped in any way (1)

· 
spatial resolution high enough to recognise objects (1); 

SYMBOL 183 \f "Symbol" \s 10 \h
user must be able to control the compromise between spatial and temporal resolutions (1)

SYMBOL 183 \f "Symbol" \s 10 \h
quick recovery from errors (1)

SYMBOL 183 \f "Symbol" \s 10 \h
limited user interactivity - e.g. data channel to control and select cameras and to control 
monitored objects (1)

SYMBOL 183 \f "Symbol" \s 10 \h
trick modes for easy play back of recorded data (2)

SYMBOL 183 \f "Symbol" \s 10 \h
temporal resolution high enough to monitor very fast moving objects (1); 

SYMBOL 183 \f "Symbol" \s 10 \h
audio-visual content-based control or manipulation (2)

SYMBOL 183 \f "Symbol" \s 10 \h
return path: a wide band speech channel may be requested (2)

SYMBOL 183 \f "Symbol" \s 10 \h
audio activity detection possible (2)

SYMBOL 183 \f "Symbol" \s 10 \h
low encoder complexity (2)

· 
content-based data access (2)

· 
security - encryption and user authentication - may be an issue when monitor​ing sensitive 
locations (3)

Remote monitoring and control is undoubtedly one of the most important VLBAV applications specially due to the particularly critical conditions in terms of bandwidth which are typically available.

In a remote sensing application, it will be useful to be able to interact, through an advanced user interface environment, with the content of the signal to transmit (at the encoder side) and/or with the content of the received video signal (at the decoder side). Examples are pointing at an object in the scene to have it coded with better quality, transmitting an image without its background, having the camera/encoder following an object in the scene, e.g. a car, changing the colour, size, etc. of an object in the scene or even dragging an object’s image from the displayed scene into a document or use it to access a database. The first examples require the encoder to somehow ‘understand’ the image. The last example can also be achieved through analysis after decoding, which may put it outside the scope of an audio-visual coding standard. Any analysis will however be much easier and efficient on the original image than on the reconstructed one. In addition to that  the analysis can be used to the benefit of an efficient coding process, if integrated in the encoder. In conclusion, remote sensing applications are one of the application fields where content-based audio-visual representation methods will have a significant impact.

This is one application for which many versions can be envisaged, ranging from very simple to more complex. Requiring, for example, audio-visual content-based control as well as security will make a terminal more complex and expensive. There may be circumstances in which this application is not feasible using low bitrates, e.g. when dangerous environments are involved and high quality is needed as well as a quick recovery from errors.

3.1.2.1.2. Asymmetric remote classroom

Description

Audio-visual information is sent from a central point. The remote locations only have to decode the video, and from the remote locations an audio return channel is used (this could even be an analogue channel). This set-up allows the use of less expensive equipment at the remote (pupils’) sides.

Requirements

Besides the general requirements of real-time applications, the following additional requirements apply:

SYMBOL 183 \f "Symbol" \s 10 \h
video content: generic (1)

SYMBOL 183 \f "Symbol" \s 10 \h
multipoint control facilities (1)

SYMBOL 183 \f "Symbol" \s 10 \h
some delay acceptable (1)

SYMBOL 183 \f "Symbol" \s 10 \h
keeping decoder complexity low more important than low coder complexity (1)

· 
content-based quality/resolution control (1)

SYMBOL 183 \f "Symbol" \s 10 \h
limited interactivity; if present usually conversational (1)

· 
content-based data access and manipulation of audio-visual content (2)

As explained for the symmetric remote classroom application, content-based capabilities, specially the possibility to access to data bases and manipulate the available information, open new, exciting frontiers in terms of remote learning.

3.1.2.1.3. Asymmetric remote expertise

Description

Experts are consulted from a remote location. Many of these remote expert communications will be asymmetric, with an audio-visual channel in one direction and an only-audio channel in the other. The audio-visual channel can be either in the expert-person direction or in the other way round, e.g. the expert shows something to illustrate his explanation or the expert sees the remote situation giving help - e.g. a surgeon may remotely assist ambulance personnel seeing the injured person. Symmetric cases are also possible and have been previously considered.

Requirements

Besides the general requirements of real-time applications, the following additional requirements apply:

SYMBOL 183 \f "Symbol" \s 10 \h
video content: generic (1)

SYMBOL 183 \f "Symbol" \s 10 \h
interactivity: conversational or through a return data channel (1)

· 
content-based quality/resolution control (1)

· 
content-based data access and manipulation of audio-visual content (2)

As for symmetric remote expertise, content-based functionalities may be particularly interesting, to improve the quality of the most important ‘object’, especially in bandwidth-limited conditions. 

3.1.2.1.4. News gathering

Description

News is collected from remote places where is it difficult to establish on short notice a high-quality connection, e.g. through microwaves. Interaction is rather low, typically limited to a return audio channel. The most difficult cases are those including mobile and/or satellite channels that cause errors and/or delay. A typical example is a live broadcast from a very remote place where no facilities are available. Interactivity may be present through the remote control of cameras or microphones or through conversational interaction, in the case of an interview.

Requirements

Besides the general requirements of real-time applications, the following additional requirements apply:

SYMBOL 183 \f "Symbol" \s 10 \h
video content: generic (1)

· 
wide band audio (ambient audio important) (1)

· 
wide band speech (1)

SYMBOL 183 \f "Symbol" \s 10 \h
quality more important than delay (1)

SYMBOL 183 \f "Symbol" \s 10 \h
error resilience very important, but sometimes retransmission is possible (1)

SYMBOL 183 \f "Symbol" \s 10 \h
limited interactivity, usually conversational with an audio/speech return channel (1)

SYMBOL 183 \f "Symbol" \s 10 \h
delay less critical than for symmetric applications (1)

SYMBOL 183 \f "Symbol" \s 10 \h
encoders should be lightweight (2)

Remote news gathering can exist at a large range of qualities. The fact that broadcasters seek the best possible quality implies that the low bitrate version of this application will only be useful in extreme circumstances, such as a yacht race (using satellites for communication) or a high mountain expedition.

3.1.2.2. Non-interactive Asymmetric Real-time Applications

No relevant VLBAV applications have been identified, but an example could be live broadcasting using digital cordless networks, or spare capacity in broadcast channels. We have not worked out the requirements for such applications.

3.2. Non-Real-Time Applications

General description

This sub-section encompasses all the applications which have the following common basic features: 


Non-real time - the information is not simultaneously acquired, processed, transmitted and potentially used in the receiver (instead it is mainly to record, pre-recorded or pre-defined)

mainly machine-to-user or user-to-machine communications


delay requirements dependent on the application


error resilience (some applications may make use of retransmission)


decoder complexity is more important


output compatible with terminals common at home (TVs, PCs)

This sub-section includes a large number of applications, some of which are expected to have a significant economic weight in the future. Their main characteristic is the non-real time feature; however this does not necessarily mean that transmission delay can be large, as some appli​cations, mainly the interactive ones, may require very small reaction times (e.g. action games). Nevertheless non real-time coding is commonly required/allowed. Non-real time communications lead usually to asymmetric connec​tions with the main flow going from the server to the user (not true for recording). This means that the number of decoders is typically much larger than the number of coders, putting the burden on minimising the decoder complexity.

Media

The delivery media to consider in the context of non-real-time applications are:


Digital storage media;


ISDN (1 B);


PSTN;


Mobile networks: GSM2, DECT, UMTS, FPLMTS, etc.;


Microwave and satellite networks;


Some concatenations of the above.

In the context of this group of applications, digital storage media have an increased relevance since the information to flow is typically pre-recorded in some digital storage media which does not happen for real-time applications.

Requirements

Some relevant common requirements of non-real-time applications are (in the table, P means priority):

	System requirements
	P
	Video requirements
	P
	Audio requirements
	P

	non-real-time: initial and total delays less relevant
	1
	video content: generic; graphical information is important
	1
	audio content: generic, special effects
	1

	provision of timing informa​tion, e.g. for synchronicity of audio and video or display
	1
	quality better than existing standards in the same conditions
	1
	bitrate: defined by the quality but higher qual​ity/bitrate ratio than for existing standards in the same conditions
	1

	keeping decoder complexity low important; 
non-real-time coding can be used
	1
	temporal resolution >= 5 Hz
	1
	wide band speech/audio quality comparable to G.722 at a bitrate to be determined (e.g. 16 kbit/s for audio and 12 kbit/s for speech)
	1

	audio and video qualities balanced (more precise definition is needed)
	1
	spatial resolution >= QCIF
	1
	quick recovery of for mobile and PSTN networks errors
	1

	data transfer capabilities
	1
	good quality still images need
	1
	coding delay less critical
	1

	bi-directional (asymmetric) or unidirectional transmis​sion; total bitrate depending on the network; video and audio with variable bitrates
	1
	quick recovery of errors for mobile and PSTN networks
	1
	compatibility with existing standard coding algorithms
	3

	non-equivalent transmission facilities in both sides of communication
	1
	coding delay less critical
	1
	
	

	error resilience more critical for mobile and PSTN networks
	1
	bitrate: all but the audio and data part
	1
	
	

	provisions for security
	2
	compatibility with existing standard coding algorithms
	?
	
	

	output compatible with terminals common at home (TVs, PCs)
	2
	
	
	
	


Table 3 - Requirements for non-real time applications

3.2.1. Symmetric Non-real-time Applications

The applications under this sub-section are:


Symmetric - this means equivalent transmission facilities are available in both directions or at both sides of communication (although they are not necessarily used at every instant).

3.2.1.1. Application Class 3 - Interactive Symmetric Non-real-time Applications

The applications under this class are interactive in the sense of the definition presented at the beginning of this paper: the user can control the data flow or the sequence of events typically through a control data channel (e.g. trick modes).

In this application class, at least the following application seems to be relevant:

3.2.1.1.1. Multimedia messaging

Description

Messages containing text, audio, video and graphics are sent through any network or combination of net​works to a mailbox located in the network or at the local destination. The user control is here usually limited to the digital storage media facilities present in the mailbox. Typical applications are electronic mail and video answering machines. Since, in this case, the use of data is not immediate, transmission speed is not critical and transmission errors can be solved by retransmission (or lowering the transmission rate). Although transmission time may be less critical, it still has to be paid for, and high compression is also needed since data is to be recorded. Neverthe​less, real-time transmission is not mandatory. Notice that this is one of the few cases within the non-real-time applications class where the number of runs of encoder and decoder is more or less similar (not exactly the same, because the same sequence can be seen/decoded more than once). This means that, unlike almost all the non-real time applications, here the coder and decoder complexities are equally important. This is clearly one of the implications of symmetry.

Requirements

Besides the general requirements of non-real-time applications, the following additional requirements apply:

· generic video content although one speaking person may be a quite common content (1)

· audio content: mainly speech but also generic; narrow band speech is enough for common messages; wide band used whenever bitrate allows (1)

· speech quality: understand​able at the lowest possible bitrate; comparable to toll quality at 8 kbit/s (1)

· short decoding delay (e.g. < 40 ms); some encoding delay allowed, non-real time coding can be used (1)

· hooks for various levels of interactivity, specially trick modes for user control of scheduling (1)

· content-based quality/resolution control (1)

· errors may be corrected by retransmission (3)

· content-based data access (3)

Although not essential, complex content-based functionalities may be useful, for example the access to the biography of the person calling, accessed using his picture as a key to the database.

3.2.1.2. Non-interactive Symmetric Non-real-time Applications

No relevant VLBAV applications with these features have been identified for the moment.

3.2.2. Asymmetric Non-real-time Applications

This sub-section encompasses all the non-real-time applications which are: 


Asymmetric - non-equivalent transmission facilities are available in both directions or at both sides of communication (content flows from server to user; control information may flow back). 

3.2.2.1. Application Class 4 - Interactive Asymmetric Non-real-time Applications

This application class includes all the asymmetric non-real-time applications that are interactive as defined in section 2.

In this application class, we have identified the following relevant applications:

3.2.2.1.1. Information base retrieval

Description

Audio-visual information is retrieved from a (remote) information base on an individual basis. The infor​mation will be sent to the user on his demand only and the time at which an information sequence is to start is under the control of the user. The remote retrieval may imply a more or less complex transmission situation. Audio-visual information base retrieval can be used in many applications, e.g. entertainment (video on demand), tele-shopping, tourism, museums, encyclopaedias, real-estate, electronic newspaper, etc., and the user may interactively browse through the data. The minimum level of interactivity is the user control of the digital storage media containing the information but it usually includes more complex interactions depending on the user decisions, choices or needs (such as those used in hypermedia), e.g. content-based access or ‘travelling through an encyclopaedia’.

Requirements

Besides the general requirements of non-real-time applications, the following additional requirements apply:

· acceptable delay depends on the interactivity level (1)

· hooks for various levels of interactivity; user control of scheduling and order (1)

· improved random temporal access (1)

· content-based quality/resolution control (1)

· content-based scaleable audio-visual representations (1)

· various video presentation modes, e.g. sequential or hypertext-like (2)

· various audio presentation modes (e.g. mono, stereo) (2)

· hooks for graphical user interfaces (2)

· content-based access to multimedia data bases (2)

· manipulation of audio-visual content (2)

· security provisions for transactions (e.g. tele-shopping) (3)

As for remote sensing, information base retrieval is another application where the impact of content-based representations will be very important. Especially for very low bitrates it may be even more relevant to be able to access only the most significant information. Content-based scaleable representations and improved random temporal access will allow, for example, the browsing of a multimedia database, by asking to see in a fast mode only the most significant sequence content. Depending on the requirements to be satisfied, this application will know a variety of versions with differing complexity. Note that for these non-real-time applications, non-real-time content-based coding can be used, so it will be possible to take advantage of human help to improve (automatic) segmentation, which is one of the most critical analysis/coding problems of today.

3.2.2.1.2. Games

Description

Interactive audio-visual games are played with computer/server (either local or remote) or with other people, through a computer/server. A return channel sends the computer/server the player actions. The games may be played over many concatenations/combinations of transmission channels, including mobile networks. For action games, speed and low delay are important, and this will limit the number of suitable networks. Besides real audio-visual content, artificial content as well as sound effects are very important. 

As delay is a critical factor for highly interactive games, especially decoding delay should be kept low. Content may be encoded in advance, which renders encoding delay less critical. For action games, a high frame rate is also important; this can be achieved through the transmission of the necessary part or piece if content of the scene, while the rest remains unchanged.

Requirements

Besides the general requirements of non-real-time applications, the following additional requirements apply:

· hooks for various levels of interactivity; user control of scheduling and action (1)

· action games: very short delays and temporal resolution >=10 Hz (1)

· hooks for graphical user interfaces (1)

· content-based quality/resolution control (1)

· manipulation of audio-visual content (1)

· content-based scaleable audio-visual representations (2)

· integration of natural and synthetic contents (2)

· content-based data access (2)

· game port on terminal, e.g. for joy-stick (2)

The current choice of games in the market clearly shows that the developments in this category will always be somewhat unpredictable. The variety is justified by the enormous effort put in making new games, which is no surprise considering the turn over generated by this business. Content-based audio-visual representations are certain to be of use here. The integration of good quality natural content and synthetic content, together with the possibility to do content-based access and manipulation of audio-visual natural information, will certainly stimulate the creativity of game designers. A brief analysis of their requirements makes clear that these games will significantly benefit from the development of the MPEG-4 standard, which specifically addresses many of these requirements and functionalities. 

3.2.2.2. Application Class 5 - Non-interactive Asymmetric Non-real-time Applications

This application class encompasses all the non-interactive asymmetric non-real-time applications. In fact, for these asymmetric non-real-time applications the user has no individual presentation control.

In the context of this application class, at least the following applications seem to be relevant:

3.2.2.2.1. Multimedia recording

Description

Audio-visual information is recorded in a local (or remote) information base for later use in an interactive or non-interactive way. This application is the counterpart of the information base retrieval or multimedia presentation application, and it may involve any kind of audio-visual content. In order to improve the coding efficiency, multimedia recording is usually done through non-real time coding, as information needs not be used at acquisition time. Trick modes and content-based interactivity will be of use in the retrieval or presentation process.

Requirements

Besides the general requirements of non-real-time applications, the following additional requirements apply:

SYMBOL 183 \f "Symbol" \s 10 \h
no interactivity; no return control channel is provided and thus no user control exists (1)

SYMBOL 183 \f "Symbol" \s 10 \h
improved temporal random access; hooks for trick modes (1)

· 
hooks for content-based interaction (2)

SYMBOL 183 \f "Symbol" \s 10 \h
low coder complexity (2)

SYMBOL 183 \f "Symbol" \s 10 \h
various audio-visual presentation modes may have to be considered (2)

Multimedia recording has most of its implications in the coding process; more or less complex coders may be considered depending on such requirements as price, weight, dimension, etc.

3.2.2.2.2. Non-interactive multimedia presentation

Description

Multimedia information, accessed from a local or remote server, is presented without any kind of interactivity. The user has no control on the scheduling or sequence of the information flow. The multimedia presentation may have entertainment as well as instruction purposes and may be broadcast to a number of users or just presented in a room. A typical example is a ‘pay-TV like’ appli​cation, as opposed to the video on demand application, where the user has presentation control.

Requirements

As this is not a very stressing application, no additional requirements apply beside the general requirements of non-real-time applications. This is almost a broadcast application in its characteristics, a demanding form of which is presented in the next section.

3.2.2.2.3. Broadcasting for portable and mobile receivers

Description

Low resolution audio-visual information and data are broadcast to portable and mobile receivers. The user has no control on the scheduling or sequence of the information flow. Very small terminals may be considered such as ‘game boy’-like or watch-like terminals. Spatial resolutions lower than QCIF should be possible. Multimedia broad​casting is a ‘relative’ of live broadcasting (which was listed in the non-interactive asymmetric real-time communication class); the difference is that here non-real time coding is possible (and its use is recommended to improve quality). 

Requirements

Besides the general requirements of non-real-time applications, the following additional requirements apply:

SYMBOL 183 \f "Symbol" \s 10 \h
temporal resolution >= 10 Hz (1)

SYMBOL 183 \f "Symbol" \s 10 \h
error resilience critical (1)

SYMBOL 183 \f "Symbol" \s 10 \h
decoder complexity more critical (1)

· 
spatial resolution: formats smaller than QCIF may be needed (2)

SYMBOL 183 \f "Symbol" \s 10 \h
security may be an issue (3)

This is  a very demanding example of a broadcast application, since decoder terminals have to work in difficult conditions and usually also have very demanding ergonomic requirements.

4. Final remarks

Very low bitrate audio-visual applications are nowadays one of the most important areas in terms of multimedia coding research, standardisation and development. The work and the discussions of the last years showed that:

· A demand exists for very low bitrate audio-visual coding algorithms and standards, to be used in communications and a range of other applications. Next to the low bitrates, error resistance and support of interactivity will be asked for. 

· The development of the H.263 coding standard showed that block-based hybrid DCT/motion compensation coding schemes are still able to visibly improve their compression performance. This result was confirmed in the November 1995 MPEG4 video subjective tests, where hybrid block-based schemes based on H.263 and MPEG1 performed very well [22]. Moreover these schemes may also provide some content-based functionalities if a shape coding technique is integrated as it was demonstrated during the MPEG4 November 1995 (and January 1996) evaluations.

· Some of the new concepts, tools and techniques to be used in the next generation of audio-visual coding and representation schemes will very likely come from research fields which have so far not really been in contact with the area of compression coding (image understanding and computer graphics are two important examples). Considering the current technical development of these new generation of audio-visual coding algorithms, it is difficult to predict the time they need to reach a level of maturity sufficient for the first real systems.

· The speed at which technology develops, requires new standards to be more time resistant. To prevent it from becoming obsolete too soon, a new audio-visual standard should be able to integrate new methods, rather than to have to compete with them. 

The first standardisation step addressing low bitrate multimedia applications was accomplished with the setting of the ITU-T recommendations. The far-term solution to be developed by ISO/MPEG and ITU-T is anticipated by 1998.

Besides the standardisation targets, the goal of developing a new generation of audio-visual representation/coding techniques based on higher level structural entities related to the audio-visual content, and supporting various degrees of interaction, is a major one. In fact, it is important to remember that audio-visual applications in the end always have the same kind of users: people. This means that the way people acquire, understand, represent, process and use audio-visual information is of paramount relevance to the design of successful and highly efficient audio-visual applications. For example, it is largely accepted that human vision is not primarily based on the pixel concept, but instead is grounded on the concepts of regions, contours and textures [23]. This indicates that there is still a long way to go in approaching the human levels of performance for tasks such as image analysis and understanding, image representation or image processing. Therefore it is essential that the characteristics of human vision are studied and subsequently integrated in the future visual information representation methods. This synergy should allow the relations man-reality and man-audio-visual information to become more similar.

Let’s work in this direction !
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� DCT/VQ - Discrete Cosine Transform/Vector Quantization


� The MPEG4 November 1995 subjective video tests were performed in Los Angeles, USA. This call was complemented by an additional call for January 1996, for which some new tools and algorithms have been proposed. No formal subjective evaluation was done in January however.
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