Objective Evaluation of Relative Segmentation Quality

Paulo Correia, Fernando Pereira

Instituto Superior Técnico - Instituto de Telecomunicações

E-mail: Paulo.Correia@lx.it.pt, Fernando.Pereira@lx.it.pt

Abstract

When working in image and video segmentation, the major objective is to design an algorithm producing the appropriate segmentation results for the particular goals of the application addressed. Therefore, the assessment of the segmentation quality assumes a crucial importance to evaluate the likeliness that the application targets are met. 

Since no well-established methods for objective segmentation quality evaluation are currently available, this paper’s major goal is to propose objective metrics for the evaluation of relative segmentation quality for both individual objects and the overall segmentation partition. 

The paper presents a methodology for performing objective evaluation of relative segmentation quality, identifies the relevant features to be compared against those of the reference segmentation, and proposes appropriate objective quality metrics. These metrics build on the existing knowledge on segmentation quality evaluation and also on some relevant aspects from the video quality evaluation field.

1. INTRODUCTION

The current practice for segmentation quality evaluation consists in subjective ad hoc assessment, by a representative group of human viewers. This is usually considered as a 'good enough’ procedure, and often it is the only alternative available. However, it requires the presence of a significant number of human evaluators to produce statistically relevant results, becoming a time-consuming and expensive process. Also, subjectivity must be minimised by respecting strict evaluation conditions, with the video quality evaluation recommendations developed by ITU providing valuable guidelines [1, 2].

To overcome the limitations of subjective evaluation, the solution is to devise alternative ways to evaluate segmentation quality. But, even if the development of segmentation algorithms is the topic of a large number of publications, the issue of their performance evaluation has not received comparable attention [3]. One of the reasons for this fact is the difficulty in establishing a measure capable of adequately evaluating segmentation quality, except for very well constrained situations.

Objective segmentation quality evaluation methodologies have been proposed since the late 1970's, mainly for assessing the performance of edge detectors [3]. More recently, with the emergence of the MPEG‑4 standard and its ability to independently code visual objects, a new impulse to the segmentation area has been given, and consequently also to the development of segmentation quality evaluation methodologies [4, 5]. 

The various types of objective segmentation quality evaluation procedures are discussed in Section 2. The methodology for performing objective evaluation of relative segmentation quality is presented in Section 3, and metrics for individual object and overall segmentation quality evaluation are proposed in Sections 4 and 5, respectively. These metrics build on the existing knowledge on segmentation quality evaluation and also on the relevant aspects from the video quality evaluation field. Finally, results and conclusions are presented in Sections 6 and 7, respectively.

2. Objective Segmentation Evaluation

Objective segmentation quality evaluation uses automatic tools and thus produces objective evaluation measures. The automatic tools usually operate on selected segmentation results, and two classes of evaluation procedures exist:

· Objective standalone evaluation – Performed when no reference segmentation is available. The automatic evaluation is based on the available knowledge about the expected properties of the segmentations for the application scenario considered. 

· Objective relative evaluation – Performed when a reference segmentation, playing the role of 'ground truth', is available. In this case there is substantially more information available than for standalone evaluation, and thus a more reliable evaluation is expected.

The objective evaluation algorithms can be applied to each individual object identified by the segmentation, or to the overall segmentation partition. In the latter case, besides the individual object qualities also the match between reference and estimated objects, and their relevancies in the scene must be taken into account.

Individual object segmentation quality evaluation is needed as an object may, for instance, be stored in a database and subsequently reused in a different context, depending on the adequacy of its segmentation quality for the newly-targeted purposes. Overall segmentation quality evaluation can be used for determining if an application’s segmentation goals have been met. 

This paper focuses on the objective relative evaluation of both individual object and overall segmentation partitions. 

3. Evaluation Methodology

In relative segmentation quality evaluation, the availability of a reference segmentation introduces information about the specific application and its requested segmentation characteristics.

The methodology followed for individual object segmentation quality evaluation consists in three main steps:

1. Segmentation – The segmentation algorithm is applied to the selected test sequence.

2. Object selection – The object whose segmentation quality is to be evaluated is selected.

3. Evaluation – The objective evaluation algorithms are used to estimate the object’s segmentation quality.

The methodology for overall segmentation quality evaluation includes four main steps:

1. Individual object quality – The individual object segmentation quality for each object is computed.

2. Object relevance– The relevance of each object in the scene is computed, in terms of how much human visual attention it captures.

3. Similarity of objects – A measure of how much the target reference objects have been correctly matched by the estimated ones is computed.

4. Overall segmentation quality evaluation – Taking into account the similarity of objects, their individual quality evaluation results and their relative importance, the overall segmentation quality metric is computed.

Both the individual object and the overall segmentation quality measures are computed for each time instant. These values are then averaged to reflect the segmentation quality over the complete sequence or shot.

The main steps of individual object and overall objective evaluation of segmentation quality are shown in Figure 1. 
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Figure 1 ‑ Objective evaluation of segmentation quality

4. Individual Object Evaluation

The algorithms used for the objective evaluation of each object’s segmentation quality include both spatial and temporal features of the objects. The types of features considered for individual object evaluation are:
1. Spatial accuracy – A good segmentation should have contours very similar to those of the reference. When a perfect shape match is not achieved, a set of relevant object features can be checked, so that more noticeable and therefore more objectionable spatial segmentation errors are attributed lower quality values. Objects differing from the reference in the same number of pixels can exhibit very different values for some features, in which case the object more similar to the reference is preferred. The classes of spatial features used are:
· Shape fidelity – The number of misclassified pixels and their distances to the reference object’s border are taken to compute the fidelity of the object shape. A metric similar to the one proposed in [4] is used.

· Geometrical similarity – The similarities of the geometrical features related to size, position, and a combination of elongation and compactness, between the reference(R) and estimated (E) objects, are evaluated by:
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With elongation and compactness defined by: 


[image: image5.wmf](

)

(

)

(

)

(

)

2

2

E

thickness

E

area

E

elong

×

=

,   
[image: image6.wmf](

)

(

)

(

)

E

area

E

perimeter

E

compact

2

=


Where gravXc (S) and gravYc (S) are, respectively, the x and y coordinates of the center of gravity of the object, and thickness (E) is the number of morphological erosion steps that can be applied to the object until it disappears. 
· Edge content similarity – The similarity of the estimated object area spatial complexity with the reference can be measured by its edge content. The similarities of two different metrics are used for this purpose: the spatial perceptual information (SI), as defined in [2], and the output of a Sobel edge detection filter (edge_det):
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· Statistical data similarity – The similarity of some statistical properties of the estimated object with the reference can also be evaluated. In particular the brightness and ‘redness’ values of the reference and estimated objects are compared by:
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2. Temporal accuracy – The fidelity between the motion in the reference and the estimated object is evaluated. The temporal perceptual information (TI) metric defined in [2] is used for this purpose.
3. Spatio-temporal accuracy – Also metrics that consider simultaneously spatial and temporal characteristics can be evaluated. In this case, the criticality metric defined in [6] is selected.
The results obtained with each of the elementary dissimilarity (or error) metrics presented above are normalized to the range [0,1], using the formula: 
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In this formula, max_error is the maximum possible error value for the corresponding error metric. In case an error metric is not naturally bounded to a maximum, truncation at a value considered high enough to represent a sufficiently bad quality is done. This truncation reflects the behavior of the human visual system (HVS), which exhibits a saturation effect in the perception of differences for too large or too small errors. Using this formula, a perfect match is represented with the value one, and the maximum error leads to a normalized similarity value of zero.

4.1. Combined Evaluation Metric

The metric proposed for the relative evaluation of individual object segmentation quality consists in the combination of the elementary metrics associated to the features described above. The combined metric captures the various types of errors that may affect the segmentation quality.

The weights for the various classes of features have been selected by taking into account both their strength in capturing human visual attention, and their ability to match evaluation results produced by human viewers. Consequently, shape fidelity is given the largest weight (around 50%), as it is the main indication of a mismatch with the reference. The second highest weight (a little over 15%) is attributed to the temporal accuracy metric, thus recognizing the importance of the temporal information in terms of the HVS. The remaining spatial and spatio-temporal accuracy metrics account for a little over one third of the total weights, as they allow distinguishing the different types of spatial dissimilarities, and they complement the temporal behavior evaluation.

The proposed evaluation metric (Qual) is formulated as:
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With:
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And:
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5. Overall segmentation Evaluation

The objective overall segmentation quality evaluation follows the four-step approach proposed in Section 3. The individual segmentation quality evaluation values, the corresponding relevance values and the similarity of objects factor are combined to form an overall metric.

5.1. Object Relevance Evaluation

The relevance of an object may be measured considering the object on its own (individual relevance evaluation) or in relation to the context where the object was found (contextual relevance evaluation).
Individual relevance evaluation is of great interest whenever an object may be reused isolated from its original context. But, for the computation of overall segmentation quality evaluation, and whenever the object's relative relevance in the original context is more appropriate, the contextual relevance evaluation should be used. 

Contextual relevance evaluation (ContextRelevance) computes relative relevance values, in the sense that they are obtained from the set of individual relevance values for each object, normalized to the [0, 1] range, by a further normalization that imposes the sum of all contextual object relevance values, for a scene, at a given time instant, to add to one, i.e.:
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The contextual relevance metric used in this paper is the one proposed in [7]. This metric reflects the importance of an object in terms of the HVS, and it combines the contributions of a selected set of features that mimic its behavior in terms of capturing the viewers’ attention.

An object's relevance metric can be useful not only for overall segmentation quality evaluation, but also for other purposes such as description creation, rate control or image and video quality evaluation [7]. 

5.2. Similarity of Objects Factor

The reference segmentation contains the information of how many, and which objects should be identified at each time instant. Once the correspondence between the reference and the estimated objects is established, for instance via a user interface, the area of the non-matched portions of objects is computed and used for the similarity of objects evaluation. The corresponding metric is a multiplicative factor to consider in the overall segmentation quality evaluation, and traduces not only the difference in the number of objects but weights that difference with the corresponding area, resulting in a more penalizing factor for larger missing objects (or parts of objects). The metric, called SimObjFactor, is defined as:
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Where matched_area is the image area for which there is a correct match between the reference and estimated objects, and image_area is the total image area.
5.3. Overall Segmentation Quality Evaluation

After having gone through the first three steps described in Section 3, the overall segmentation quality (step 4) can be computed by:
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The instantaneous overall segmentation quality is obtained by summing the individual quality values for each object, weighted by their contextual relevancies, and, finally by correcting the summation value with the factor related to the similarity between reference and estimated objects. A segmentation quality evaluation of the complete sequence or shot is obtained by averaging the instantaneous values.

6. Results

To illustrate the behavior of the proposed metrics, an example using the test sequence Stefan is included below. Sample images of the original sequence, and of the reference and estimated segmentation partitions, are included in Figure 2. The corresponding overall segmentation quality evaluation results are included in Figure 3.

[image: image20.png]


   [image: image21.png]



(a)

[image: image22.png]


 [image: image23.png]


    [image: image24.png]


 [image: image25.png]




(b)
(c)

[image: image26.png]osi0



 [image: image27.png]osio



    [image: image28.png]


 [image: image29.png]




(d)
(e)

Figure 2 – Two sample images of the sequence Stefan (a), the corresponding reference (b) and the estimated segmentations to evaluate: seg1 (c), seg2 (d) and seg3 (e)
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Figure 3 – Instantaneous values for the relative evaluation of overall segmentation quality for three estimated segmentations of the sequence Stefan
The objective segmentation quality results included in Figure 3 are according to what could be expected given the differences between the various estimated segmentations and the reference. Segmentation seg1 gets the highest overall quality values (0.92 in average), indicating the acceptability of this segmentation, even if it exhibits some mismatches along time. Notice that the segmentation quality of the two objects is not similar, as the large sized background (object 0) is very little affected by the mismatches (0.98 average quality), while the (smaller) tennis player object (object 1) is more affected by those errors (0.89 average quality). Object number 1 of segmentation seg2 tends to always include the tennis player plus some amount of background. Moreover, its shape presents visible differences, and gets more degraded over time. The average overall segmentation quality value is 0.75, and in this case, the average quality values for objects 0 and 1 are 0.94 and 0.63, respectively. Segmentation seg3 completely includes the moving object all the time, but its shape is very different from the reference. It achieves an overall average value of 0.45, with objects 0 and 1 receiving quality values of 0.78 and 0.25, respectively.
The proposed metrics were tested with several other sequences of the MPEG‑4 test set. The corresponding results, which are not included due to the space limitations, confirm the usefulness of the proposed evaluation metrics for segmentation quality evaluation, by ranking different segmentations like a human viewer would do.

7. CONCLUSIONS

This paper proposes a methodology for the objective relative evaluation of segmentation quality, by providing a ranking of segmentation partitions similar to what a human observer would produce, and also by providing both individual object and overall segmentation quality values that support that ranking. In some cases, however, the quality measures cannot be directly compared with those that a subjective evaluation would produce. This is especially true when an object is very important in a given context, e.g. a face, since in such circumstances human observers tend to become extremely sensitive to segmentation errors. To make the quantitative results more reliable, algorithms for the detection of objects for which quality variations are more objectionable should be integrated.

It is believed that objective segmentation quality evaluation is an important problem, for which a satisfying solution is not yet available. The methodology and metrics proposed in this paper are expected to give a significant contribution to this area.
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