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ABSTRACT

The MPEG-4 standard provides error resilience tools that can significantly increase the decoded video quality when using error prone media to transmit or store the encoded data. However, the use of these tools introduces extra redundancy and overhead in the bitstreams, which means that the decoded video quality can be severely affected if no careful configuration of the relevant parameters is done while taking into account the error characteristics of the channel being used.

In this paper, a videotelephony system over a W-CDMA mobile network is used to study the influence of the encoding parameters on the decoded video quality, notably its behavior and optimization.

1. CONTEXT AND OBJECTIVES

With the finalization of the MPEG-4 object-based audiovisual coding standard, new multimedia services and devices should soon appear in the market. In particular, there is an increasing interest in mobile multimedia services, such as mobile videotelephony. Still, in order to support this kind of services, higher bit-rates than the ones provided by the current mobile networks are needed. These bit-rates can be provided by the future Wideband Code Division Multiple Access (W-CDMA) mobile networks (e.g. the International Mobile Telecommunications 2000, IMT-2000), which then become the ideal candidates to support this kind of services. However, as the existing mobile networks, W-CDMA networks are also highly error-prone, which makes it difficult, if not impossible, to transmit highly compressed video data with an acceptable quality without appropriate error resilience techniques.

Error resilience techniques, and especially error concealment, are usually seen as part of the decoder. This, however, is only partly true because the encoder and the coding syntax itself also play a very important role on what can be achieved at the decoder side. Even the most advanced decoder in terms of error concealment can do very little if the encoder did not adequately adjust the encoding parameters and the syntax is not resilient enough. Therefore, the encoder can also work for error resilience by configuring the encoding parameters in such a way that will best allow the decoder to recover in case errors occur. 

This context highlights the importance of studying the impact of the relevant encoding parameters on the resilience of the whole mobile multimedia system. In the present work, several MPEG-4 video encoding parameters are varied in order to study how the decoded video quality is affected. This will allow determining the optimal encoder parameter values to be used under certain conditions (e.g. bit-rate, bit error rate) for a W-CDMA mobile network such as the emerging IMT-2000. These parameter values should allow the decoder to recover in case of channel errors with the best possible subjective impact. In addition, this study will also show how the decoded video quality decays when the encoding parameters deviate from the optimal values.

This work was done in collaboration with NTT DoCoMo, which is the largest mobile communications operator in Japan and is planning to have a commercial mobile videotelephony service over W-CDMA by the spring of 2001, and therefore considered of the utmost importance studying how the video encoding parameters influence the decoded video quality.

In order to perform the necessary tests to study the influence of the encoding parameters on the decoded video quality, a simulation framework was set up, which is described in Section 2; this section also describes the procedure used for this study. Then, some results are presented in Section 3 and, finally, Section 4 concludes the paper.

2. SIMULATION FRAMEWORK

The work described in this paper simulates a complete mobile video encoding and decoding system to determine, for a given set of test conditions, the optimal encoder parameters that will produce the best visual impact on the decoder side, based on the average Peak Signal-to-Noise Ratio (PSNR); although PSNR measures do not perfectly match subjective quality evaluations, they provide a good indication and are easy to compute. For this, a simulation framework was prepared, where the encoding parameters were varied and the decoding results were processed. This simulation framework is similar to the one used in the MPEG-4 video error resilience tests [1] and is shown in Figure 1.
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Figure 1 - Mobile System Simulation Framework
The basic simulation procedure is identical to the one described in [1]. The main difference is that the encoder parameters are now varied in order to find which values produce the best results at the decoder. This way, the video sequence (corresponding to one rectangular video object) is encoded using an MPEG-4 Simple Object Type video encoder and then multiplexed with dummy audio data using an H.223/Annex B mobile multiplexer. The resulting H.223 bitstream is corrupted as it is passed through the mobile W-CDMA channel (physical layer) with the available error patterns, which were provided by the Association of Radio Industries and Businesses (ARIB) of Japan. Then, at the decoder side, this stream is demultiplexed and decoded; only the decoded video is used, the dummy audio is simply discarded. This decoded video is then compared with the original video in order to produce the PSNR figures used to evaluate its quality. This procedure is repeated for different video sequences, resolutions, bit-rates and error patterns. For each one of these combinations, the values of the encoding parameters are individually varied (one is varied while the others are fixed at a reasonable value) over a wide predefined range in order to determine which values allow the best subjective impact at the decoder side. Since errors in the temporal information may cause the decoder to lose synchronization with the encoder, a special procedure for more reliable PSNR measurements had to be developed.

3. TEST CONDITIONS AND RESULTS

The encoder parameters studied in this paper are related to the following tools [2]: Video Packet (VP) resynchronization, Cyclic Intra Refreshment (CIR) and Adaptive Intra Refreshment (AIR).

Video Packet resynchronization is a technique that consists of dividing the data of one video frame in several packets, separated by resynchronization markers. This way, in case of errors, the whole frame is not lost, because errors do not propagate from one packet to the next (within the same frame). The sole but important parameter that can be controlled in this technique is the size of the packet, which is specified by a threshold for the number of bits per packet. While encoding, if this threshold is exceeded a new packet is created and thus a new resynchronization marker inserted, as soon as the encoding of the current macroblock is done.

The Cyclic Intra Refreshment technique basically consists of cyclically refreshing the whole image to avoid the propagation of errors for too long a time. This is done by intra coding a few macroblocks per frame. In this context, the encoding parameter whose impact is relevant to be studied is the number of macroblocks to be refreshed per frame.

As for the Adaptive Intra Refreshment technique, it is slightly different from CIR because only macroblocks with high activity (i.e. macroblocks that are significantly different from those in the same position of the previous frame) are refreshed. In AIR, as opposed to CIR, for a macroblock to be considered refreshed, it has to be intra coded a predefined number of times (not necessarily only once). Thus, this technique has two control parameters: the first corresponds to the number of macroblocks (with high activity) to be intra coded per frame and the second corresponds to the number of times a macroblock has to be intra coded to be considered refreshed, also known as the refreshment number.

For these simulations, three 60-second long original sequences (property of NTT DoCoMo) were chosen to be used instead of the usual MPEG ones. The main reason for choosing these sequences and not the usual MPEG ones was their longer duration, which is closer to that of an actual mobile video communication and therefore gives more significant results. These sequences are named Overtime, Shichigosan, and Concert and are available in both CIF and QCIF resolutions. Sample frames of these sequences are shown in Figure 2.

As for the used bit-rates, these were chosen based on the available error patterns for the W-CDMA mobile network: 32 kbps, 64 kbps, and 128 kbps. It would have been interesting to perform the simulations also for 384 kbps, but no error patterns were available for this bit-rate. These bit-rates (32, 64, 128 and 384 kbps) are typical bit-rates to be used on this kind of network and each of them corresponds to the total bit-rate of the multiplexed audio and video.
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Figure 2 - Sample frames: a) Overtime; b) Shichigosan; c) Concert
At these bit-rates, it is unrealistic to encode these sequences, which originally have a frame-rate of 30 fps, without temporal sub-sampling. Therefore, temporally sub-sampled versions of the original sequences were used depending on the target bit-rate and resolution.

Additionally, since four encoding parameters (corresponding to the three mentioned tools) are being studied and since every time a parameter is varied all the others are fixed, it is important to specify some reasonable default values. The CIR and AIR techniques are used simultaneously but independently. The default values depend on the used bit-rate and on temporal and spatial resolution, and are summarized in Table 1.

Table 1 – Test conditions and default values

	Total transmission bit-rate [kbps]
	32
	64
	128
	128

	Spatial resolution
	QCIF
	QCIF
	QCIF
	CIF

	Frame-rate [fps]
	7.5
	10
	15
	10

	Video Packet size threshold [bits]
	500
	900
	1100
	700

	Cyclic Intra Refresh [MB/frame]
	1
	2
	8
	8

	Adaptive Intra Refresh [MB/frame]
	3
	4
	8
	8

	Refreshment number for AIR
	2
	2
	2
	2


As for the error patterns, for each one of the mentioned bit-rates, three large error patterns were available corresponding to average bit error rates (BER) of 10-3, 10-4, and 10-6. The duration of each of these error patterns is 5 minutes (at the corresponding bit-rate). Since the duration of the available sequences is only 60 seconds, 20 smaller error patterns were extracted from each available error pattern by shifting the start position of the extraction, thus creating 20 error files corresponding each to a 60-second period at a given bit-rate. This means that for each condition (BER and bit-rate), 20 different error patterns were available. And therefore, for each test case (error condition and encoding parameters), the simulation was run 20 times and the results averaged, allowing to reach more meaningful results.

In order to deal with the errors at the decoder, a concealment scheme was used that takes into account the fact that, in addition to the error resilience tools being tested, data partitioning and reversible variable length codes (VLC) were also used [2]. Thus, when errors occur in the motion partition (zone where motion information is concentrated), all the data in the VP is discarded and the macroblocks in the same position of the previous frame are copied. When errors occur in the texture partition (zone where texture information is concentrated), reversible VLC decoding is used to recover the biggest amount of texture information without errors. Those macroblocks for which the texture is erroneous or missing are concealed by using the available motion vectors to get the best prediction from the previous frame.

3.1. Video Packet Size

For the threshold that controls the VP size, different values were tried ranging from 100 to 2900 bits with an incremental step of 200 bits. For these different threshold values, the CIR and AIR parameters were set to the values specified in Table 1. The results obtained show that:

· A trade-off exists between error resilience and the VP overhead;

· When the average bit-rate used for a given sequence increases, the sensitivity to errors decreases;

· The sensitivity to errors increases as the redundancy of the sequence decreases.

These three aspects are related to the usual trade-off between error resilience and coding efficiency, but correspond to different dimensions of the problem.

The trade-off between error resilience and the VP overhead can be seen in Figure 3, where results are shown for the Overtime sequence encoded at 32 kbps (QCIF format and 7.5 fps) and at 128 kbps (QCIF format and 15 fps). At 32 kbps, for a bit error rate (BER) of 10-3, the optimal VP size threshold is 300, which corresponds to an average (over the sequence) PSNR of 29.89 dB. However, for a threshold of 500 bits, the PSNR is similar (29.87 dB) which suggests that a value between 300 and 500 bits can be used. As the BER goes down to 10-4, the chosen VP size should be slightly larger (fewer errors exist and thus less resynchronization is needed). Since the maximum is obtained for 1500 bits (32.88 dB), but the values obtained for 1100 and 1300 bits are also very close (above 32.84 dB), a threshold somewhere between 1100 and 1500 bits should be used. Finally, for the lowest BER considered (10-6), the PSNR has an asymptotic evolution (due to the small amount of errors, the PSNR smoothly increases due to the decrease in VP overhead) and therefore, even larger VPs may be used.
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Figure 3 - Influence of the VP size on the decoded PSNR for the Overtime sequence

As for the influence of the average bit-rate used for a given sequence, the results obtained in Figure 3 show that as this value increases the sensitivity to errors decreases. For instance, when the sequence is encoded at 128 kbps with QCIF format and 15 fps, it is much less sensitive than when it is encoded at 32 kbps with QCIF format and 7.5 fps. This can be seen from the fact that when the BER is 10-3 or 10-4, smaller VPs should be used for the case with the lower bit-rate. In Figure 3, although it is hard to see, at 128 kbps, the maximum occurs for a VP size of 900 bits (35.66 dB) for a BER of 10-3 and for a VP size of 1700 bits (37.54 dB) for a BER of 10-4, which correspond to larger VP sizes than for the 32 kbps case.

Finally, regarding the sequences with different amounts of activity and thus redundancy, the results (not included due to lack of space) show that sequences with higher redundancy tolerate much better the existence of channel errors and therefore larger video packets can be used. This could be seen by comparing the results obtained for the three sequences studied, taking into account that Overtime is more redundant than Shichigosan, which is more redundant than Concert.

3.2. Cyclic Intra Refreshment 

For the CIR technique, different macroblock refreshment rates were tried ranging from 1 to 61 MB/frame with an incremental step of 4 for the CIF case and ranging from 1 to 15 MB/frame with an incremental step of 1 for the QCIF case. The range and the incremental step are four times larger in the CIF case than in the QCIF case, because the number of pixels in a CIF image is four times greater than the number of pixels in a QCIF image. This way, the full range and the incremental step correspond to the same frame percentage in both cases. For these different values of the macroblock refreshment rate, the remaining parameters were set to the default values specified in Table 1.

Similarly to what happened for the VP size, the results obtained for the CIR technique can also be explained in terms of the trade-off between error resilience and coding efficiency. This trade-off between error resilience and coding efficiency due to a varying macroblock intra refreshment rate can be seen in Figure 4, where results are shown for the Overtime sequence encoded at 32 kbps (QCIF format and 7.5 fps) and 128 kbps (QCIF format and 15 fps). At 32 kbps, for a BER of 10-3, the optimal number of macroblocks per frame to be refreshed with CIR is around 8 and as the value of BER goes down to 10-4 and then to 10-6, so does the optimal number of macroblocks to be refreshed. In fact, for the lower values of BER (10-4 and 10-6) CIR ceases to be useful, which is understandable because the number of errors in the coded stream is just too small and the temporal redundancy not exploited by CIR causes the decoded video quality to degrade.
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Figure 4 - Influence of the CIR macroblock refreshment rate on the decoded PSNR for the Overtime sequence
In terms of the bit-rate used for a given sequence, the behavior is similar to the one observed before and can be seen in Figure 4. As the bit-rate increases, the sensitivity to errors decreases and a lower macroblock refresh rate may be used, especially for the higher BER (10-3) since for the other BER values the number of errors is too small for the technique to be useful.

In terms of sequence redundancy, the behavior is also the same as the one observed earlier, which means that more redundant sequences require lower macroblock refreshment rates.

3.3. Adaptive Intra Refreshment 

As previously said, this technique has two relevant parameters that have been studied, the first one being the macroblock refreshment rate and the second one the refreshment number. 
For the AIR macroblock refreshment rate, the tested conditions were exactly the same as for the CIR case, with the remaining parameters being set to the default values in Table 1. Sim mas aqui não se chega a dizer quais são os valores óptimos pois não ?
In terms of the decoded video quality behavior, the same comments that were made for the CIR case can also be made here. However, one additional comment should be made about the PSNR values for both techniques. Since the AIR technique is only applied to the macroblocks with high activity and since these macroblocks are the ones that change the most with respect to the past and therefore are harder to conceal, it is expected that the AIR technique performs better than CIR for the same macroblock refreshment rate if the two techniques are used independently. However, the PSNR values obtained are similar for both techniques and in some cases lower for AIR. For instance, considering the Overtime sequence encoded at 32 kbps (QCIF format and 7.5 fps), for which results are shown in Figure 5, it can be seen that for a BER of 10-3 the PSNR values are similar for both techniques for refreshment rates above 4, but for lower refreshment rates they are much lower for AIR than for CIR (about 2.4 dB lower for a refreshment rate of 1). This can be explained by reminding the default values shown in Table 1. These values show that when the AIR technique is being tested almost no refreshment is being done in addition to AIR (only 1 CIR macroblock per frame), and thus the plot basically corresponds to the influence of AIR alone on the decoded video PSNR. On the other hand, when the CIR technique is being tested, in addition to it AIR is also being applied with a refreshment rate of 3, which is higher and relatively close to the optimal AIR refreshment rate. Therefore, the CIR plot is strongly influenced by the AIR technique, especially for low CIR macroblock refresh rates. No fundo estamos aqui a dizer que alguns dos default values são uma porcaria porque estão muito longe dos optimal values e outros valores deveriam ter sido usados. 
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Figure 5 - Influence of the AIR macroblock refreshment rate on the decoded PSNR for the Overtime sequence
As for the AIR refreshment number (RN), different values were tried ranging from 1 to 10, while the remaining parameters were set to the default values in Table 1. From the results in Figure 6 it can be seen that the decoded video quality varies very little with the variation of the RN, which means that it is almost independent of this parameter. In fact, after a certain RN value is exceeded, the decoded video quality remains constant with exactly the same PSNR value (e.g. for the Overtime sequence encoded at 32 kbps, this value is 8). Esta afirmação é feita de modo genérico mas na verdade só acontece para 32 kbps e nunca para 128 kbps. Talvez se possa explicar tudo sem começar por fazer uma afirmação genérica.
This behavior can be explained by noticing that in the AIR technique the active macroblocks are cyclically refreshed in a raster scan order (a predefined number of macroblocks per frame), and therefore it is possible that some of the macroblocks be considered active again before the refreshment cycle completes itself. When this happens, right after the macroblock in question has been refreshed it will be up for refreshment again. If this happens to all the active macroblocks, refreshment saturation is reached and even if the RN increases, no further refreshment can be applied (i.e. the obtained bitstream remains exactly the same).

In the considered sequences, the activity is almost always concentrated on the same spatial position over time, and therefore even for low RN values many of the active macroblocks have already reached refreshment saturation. Therefore, by increasing RN these many macroblocks are not affected, and the PSNR varies only slightly, until eventually all active macroblocks reach saturation and then the PSNR stops being affected at all.

In addition, it should be noticed that for same sequence encoded at 128 kbps, this saturation cannot be seen. This is due to the fact that the used AIR refreshment rate for this bit-rate is higher (8 MB/frame instead of 3) and therefore refreshment cycles last less and RN has to be higher (than 10) to reach saturation.

These results suggest that for sequences where the location of activity does not change much, this technique is not important and a RN of one could be used, as in CIR.
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Figure 6 - Influence of the AIR refreshment number on the decoded PSNR for the Overtime sequence

4. CONCLUSIONS

This paper describes a study to determine the optimal encoding parameters for an MPEG-4 frame-based mobile videotelephony system over a W-CDMA network. The considered parameters were the Video Packet size, the Cyclic Intra Refresh rate, and the Adaptive Intra Refresh parameters. These parameters were varied at the encoder in order to determine which values produce the best results (in terms of PSNR) at the decoder.

The results obtained are important because significant differences in the PSNR figures can be obtained at the decoder by setting the encoding parameters to the optimal values. Especially for critical cases as mobile environments, this optimal setting can make the difference between the usability or not of the decoded video and thus the deployment or not of a new service.
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