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Abstract

The increasing amount of digital audiovisual information and the need to efficiently and effectively describe and retrieve this information as well as the big technological developments in the related domains have been acknowledged by the MPEG (Moving Pictures Experts Group) standardization group which initiated a new work item, formally called “Multimedia Content Description Interface” but better known as MPEG-7. 

MPEG-7 will standardize five types of audiovisual description tools: descriptors, description schemes, coding schemes, some systems tools and a description definition language. Yet to retrieve content based on MPEG-7 descriptions, some non-normative tools are needed, notably the similarity measure used in the matching process. 

This paper will present a study of similarity measures for a shape descriptor based on turning angles. This tool is of great importance during the matching process since it determines its performance.

I. INTRODUCTION

The growing amount of on-line information, the consequent increasing need to efficiently and effectively retrieve audiovisual information and the big technological developments in the related domains have been acknowledged by MPEG (Moving Pictures Experts Group) [1], which is the ISO standardization committee responsible for important audiovisual representation standards such as MPEG-1, -2 and -4. As a consequence, MPEG initiated a new work item, formally called “Multimedia Content Description Interface” but better known as MPEG-7, with the objective to specify a standard way of describing various types of audiovisual information, including images, video, speech, audio, graphics, 3D models, and synthetic audio, irrespective of its representation format, e.g. analog or digital, and storage support, e.g. paper, film or tape [2]. 

Like the other members of the MPEG standards family, MPEG-7 will be a standard representation of audiovisual information specifying the minimum number of tools in order to guarantee maximum interoperability. To address the audiovisual description challenge, MPEG-7 will standardize five types of tools [3]: descriptors, description schemes, coding schemes, a description definition language and some systems tools. These tools are the normative elements of the standard, implying that they will have to be implemented as defined by the standard in order to guarantee the interoperability of the descriptions and the conformance of the retrieval/filtering mechanisms. Consequently, and besides its fundamental importance, the feature extraction tools, the querying methods, the similarity measures and the description generation and coding processes are not standardized because this is not essential to guarantee interoperability between different mechanisms.

Following the interactivity trend which states that users want to access deeper than the frame level in terms of video content, MPEG-7 will allow to independently describe not only video scenes but also the various objects in the scene adopting the object-based data model already underpinning the MPEG-4 standard [4]. Adopting the object-based data model means that the low-level description of each video object in the scene has to consider three major types of data: texture, motion and shape. MPEG-7 has already adopted a set of low-level descriptors to represent relevant features associated to these data [5]. These features can be automatically extracted to objectively describe the content without any type of semantic, application dependent, mapping. This will allow the same objective description to be used in many different semantic environments, by having the low-level to high-level semantic mapping made at the time of the retrieval. This will give power to an essential rule: “a content asset is everything it can be and not only what an indexing expert at a certain moment decided it to be”.

II. SHAPE DESCRIPTORS AND SIMILARITY MEASURES

The object-based data model adopted by the MPEG-4 and MPEG-7 standards brought for the first time to the international standardization arena the shape information associated to video data (see Fig. 1). Shape information is essential both for the coding as well as for the description of arbitrarily shaped video objects. While MPEG-4 defined the first shape coding standard, it is the task of MPEG-7 to define the first set of standard shape descriptors. For the moment, MPEG-7 already chose two shape descriptors: a contour-based descriptor (description of a simple object based on its outer most shapels) based on the Curvature Scale Space (CSS) representation and a region-based descriptor (description of a simple or complex object based on all its shapels) based on the Angular Radial Transform (ART) [5][6]. These descriptors shall provide in an efficient way all the relevant shape related functionalities, whatever the application domain.
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Fig. 1 - Shape information: a) for contour-based descriptors; b) for region-based descriptors

Nevertheless, nothing prevents new shape descriptor proposals from arising in the near future in order to improve the existent descriptors before the final standard is approved or even that new shape descriptors are added to the MPEG-7 standard in the future if meanwhile these prove to have better performance and/or new functionalities comparatively to the previous descriptors. Some performance improvement for shape descriptors, MPEG-7 defined or not, can be done using a tool outside MPEG-7´s scope (a non-normative tool), yet of great importance during the retrieval process since it determines its performance, this is the similarity measures used during the matching process. The study hereby presented will use the MPEG-7 data set, under MPEG-7’s evaluation methodology [7]. The performance of several alternative similarity measures (already available or newly developed) such as the Euclidean distance, Minkowsky distance and alpha-trimmed average distance, will be evaluated and compared for a contour-based shape descriptor which has been proposed to the MPEG-7 standardisation process, the curvature turning angles descriptor [8][9]. 

Accordingly, this paper will be divided into four further sections: 1) short description of the contour-based shape descriptor based on the turning angles; 2) study of the similarity measures applied to this descriptor; 3) results and 4) conclusions.

III. CONTOUR-BASED SHAPE DESCRIPTOR BASED ON THE TURNING ANGLES

The contour-based shape descriptor based on the turning angles as proposed to the MPEG-7 process aims at describing the shape of a simple object (only one connected component) through its curvature’s turning angles this means basically through a polygonal approximation. Although its proposers quitted the MPEG-7’s development process, its specification was made available through the MPEG-7 call for proposals, in October 1998 [9]. Based on this information and although it was rather incomplete, MPEG evaluated this descriptor as a rather promising descriptor which should be further developed, both in terms of its normative specification as well as on the relevant non-normative tools, such as the similarity measures.

Before analysing the descriptor’s performance versus several similarity measures, this section will briefly describe the implemented curvature turning angles’ extraction method. According to the available information on this shape descriptor, the extraction method was implemented following the block diagram presented in Fig. 2.
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Fig. 2: Block diagram for the computation of the curvature turning angles
This block diagram presents the three fundamental steps for the extraction of this descriptor:

· Computation of the principal axis – This is the step where the object’s principal axis are determined; the axis have to be centred on the object’s centre of mass, perpendicular to each other and parallel to the object’s tightest fitting bounding box;

· Computation of the four intersection points – In this step, the four intersection points between the object’s contour and its principal axis are computed. These points are also named starting points since it is starting from these points that the turning angles are extracted, producing four vectors of angles, one for each starting point; and

· Computation of the turning angles – In this step, a set of contour’s representative points are chosen in order to be used for the computation of the curvature turning angles. These angles are defined as the angles made by two vectors: one that joins two contour’s consecutive representative points and the other defined as the object’s principal axis where the starting point in question is located. These angles are the descriptor’s main description information.

Since this descriptor describes the object’s shape through its contour, its input information is the object’s contour. It is therefore necessary to extract the object’s contour before the description based on this shape descriptor is created.

Once extracted the object’s contour, the three steps previously presented are applied.

A. Computation of the Principal Axis

The computation of an object’s principal axis is mathematically defined as the eigen vectors of the covariance matrix, defined by matrix V in expression (1). The principal axis are identified by the matrix’s eigen values, being the x-axis defined by the eigen value with greater magnitude and the y-axis by the eigen value with the smallest magnitude.
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(1)
where N represents the number of contour shapels (the shapels are the pixels belonging to the object support), (xi,yi) the i-th contour shapel coordinate and (mx,my) the object’s centre of mass as defined in expression (2):
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(2)

B. Computation of the Four Intersection Points

Once defined the object’s principal axis, the extraction of the turning angles is not immediate because a starting point must be chosen. One could start by choosing any of the contour shapels but this could be problematic for the matching process. Consequently, and in order to allow the representation to be rotation independent, a possible approach is to select the starting point based on the shape’s moments [8]. Therefore, the furthest point from the center of mass is chosen as the starting point. But the selected starting point can affect the shape’s representation and matching, since small changes in the object’s shape can drastically change its description and increase the lack of robustness in the matching process. To make the matching process more robust, a set of up to four starting points may be used to describe a shape. 

The turning angles proposal to MPEG-7, here adopted, defined the four starting points as follows [9]: Let s1 and s2 be the principal axis, with corresponding moments m1 and m2 and let p1 be the closest point to the center of mass and on s1. Let p2 be the point furthest from the center of mass, on s1 and in the opposite direction of p1. Similarly, p3 and p4 are the closest and furthest point to the center of mass on s2 and lying in opposite directions relatively to each other. Consequently, multiple sets of turning angles are calculated when ambiguous conditions occur, such as m1(m2 and the distances between p1 and p2, or, p3 and p4 are approximately equal. Since the proximity criteria used to determine if these parameters are approximately equal was not defined by the proposers of the turning angles descriptor, in this paper four sets of turning angle vectors will always be used to describe an object the predefined points, p1, p2, p3 and p4, as the starting points.

C. Computation of the turning angles

After computing the above elements, the turning angles can be extracted. The curvature’s turning angles are a set of 64 local angles (as proposed to MPEG-7) although other numbers of angles may be used. As shown in Fig. 3, these angles are determined using representative points, defined as the average of k equally spaced contour points; k is defined as the ratio between the object’s perimeter and the number of angles used to describe the object’s shape, in an anti-clockwise direction.
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Fig. 3: Extraction of curvature turning angles

Let t(i) be the curvature’s turning angles, where i=0,…,N-1, N=64 and (x’i,y’i) with i=0,…,w are the contour’s coordinates. In the case w<N, which means that the perimeter is smaller then the number of angles being determined, y is interpolated and x is kept constant in order to obtain a set of N points. Otherwise, if w>N, some representative points are determined by summing the k points coordinates and finally dividing by k, resulting in a set of N points, (x’(i),y’(i), i=0,...,n-1), known as the contour’s representative points. Notice that, in this way, the representative points are not typically contour points. The N turning angles for each of the four angle sets are then determined by the expression (3):
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(3)

IV. STUDY OF SIMILARITY MEASURES FOR THE TURNING ANGLES DESCRIPTOR

This section describes the similarity measures applied to the turning angle descriptions such as the Minkowsky distance, the Euclidean distance and the alpha-trimmed average distance (of which the median distance is a particular case).

A. Minkowsky Distance

The similarity measure for the turning angles shape descriptor proposed to MPEG-7 was based on the Minkowsky distance. This measure is defined as the sum of the absolute differences between two turning angle vectors, one corresponding to the query’s shape, Q, and the other to a shape in the contents’ database, C, for which a description is available as shown in expression (4):
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(4)

where N is the number of turning angles used in the description of the shapes (64 in this paper).

Since each description is made out of four turning angle vectors (one for each of the selected starting points), there are sixteen possible combinations of vectors to be compared. Once computed the distances for the sixteen combinations, the final distance will be the minimum value distance associated to these sixteen combinations, as expressed by (5):
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where i corresponds to the i-th vectors’ combination.

Besides the use of this distance as proposed to MPEG-7 [9] to evaluate the descriptor’s performance, the authors of this paper propose to add two more functionalities to the matching process: 1) to filter content whose shape is very different from the one being searched based on some criteria and 2) to compensate symmetry.

The filtering functionality used at this stage is based on two geometric contour-based shape descriptors, which are the circularity and eccentricity. These two descriptors usually define how round or elongated the objects’ shape is, according to expressions (6) and (7), respectively:

 
[image: image10.wmf]2

4

Perimeter

Area

y

circularit

p

=




(6)

[image: image11.wmf]2

11

02

20

2

02

2

20

02

20

2

11

02

20

2

02

2

20

02

20

4

2

4

2

i

i

i

i

i

i

i

i

i

i

i

i

i

i

ty

eccentrici

+

-

+

-

+

+

-

+

+

+

=

   (7)


[image: image12.wmf])

,

max(

)

,

max(

C

Q

C

Q

C

Q

C

Q

C

C

C

C

and

E

E

E

E

-

-



(8)

where EQ and CQ, and EC and CC are the eccentricity and circularity values for the query’s shape (Q) and for a shape in the content’s database (C) for which a description is available, respectively. These measures are then added to the Minkowsky distance in the case the images are considered significantly similar to the query image, resulting in a total distance computed by expression (9):
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where w1 and w2 are constant weights associated to each of the geometric descriptor’s similarity measures.

As for the symmetry compensation functionality, this is done during the retrieval process considering the description’s inverted turning angles’ vector V (where its first position corresponds to the description’s turning angles vector last position and vice versa) and subtracting it from 180º in order to compensate the angles measurement direction.
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(10)

V’ is the resultant compensated vector of turning angles corresponding to the symmetric shape being analyzed.
B. Euclidean Distance

The Euclidean distance is one of the most immediate, simplest and most frequently used similarity measures between two vectors. This measure is defined as the square root of the sum of the squared differences between two turning angle vectors, one belonging to the query’s shape, Q, and the other belonging to a shape in the contents’ database, C, for which a description is available, as shown in expression (11):
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(11)
where N is the number of turning angles in the vectors [9].

Besides its simplicity, this measure is not recommended for measuring the similarity between two shapes due to its sensitivity to small variations in the object’s shape.

C. Alpha-Trimmed Average Distance

The alpha-trimmed average distance is a measure intended to improve the descriptors’ performance by eliminating the influence of noise in the computation of the similarity measure. The alpha-trimmed average distance is based on the mathematical definition of the median value. The median value is mathematically defined as the central value of a set of ordered values, X with M elements, by increasing or decreasing order, as expressed by (12):
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(12)
where X(m) is the m-th vector element.

The set of ordered elements are, in this case, the absolute differences (AD) between each turning angle in both description vectors.
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where N is the number of turning angles and (, belonging to the range 
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V. RESULTS

The descriptor performance using the presented similarity measures was evaluated using the MPEG-7 test set and the core experiment 1 (CE1) defined by MPEG-7 and adequate for contour-based shape descriptors [7]. This core experiment aims at evaluating the descriptors’ performance for simple objects in the presence of geometrical transformations such as rotation, changes of scale, deformations, symmetry and non-rigid motion. Consequently, MPEG-7 subdivided this core experiment into three parts:

· Part A – evaluates exact matching according to scaled and rotated content in the dataset;

· Part B – evaluates similarity-based matching according to perceptually similar images; and

· Part C – evaluates robustness to non-rigid motion, such as perspective changes or even shape deformations such as symmetry changes.

The overall descriptor’s performance for the various stages of the evaluation proposed in the following is computed as the average of the three parts’ performances.

The retrieval performance evaluation for the various similarity measures being analysed in this paper was subdivided into 7 stages with different characteristics in terms of the similarity measure:

· Stage 1 – the descriptor’s performance was studied according to the descriptor proposal made to MPEG-7 and therefore using the Minkowsky distance (formula 5) [9];

· Stage 2 – the descriptor’s performance was studied using the Minkowsky distance after filtering the descriptions with the geometric descriptors, defined in section IV by (5);

· Stage 3 – the descriptor’s performance was studied using the geometric descriptors’ influence as filtering agents as well as their similarity measures’ influence on the descriptor’s final similarity measure (formula 9);

· Stage 4 – the descriptor’s performance was studied after symmetry compensation (formula 9);

· Stage 5 – the descriptor’s performance was studied using the similarity measure presented in formula (9) after symmetry compensation and varying the number of angles used to describe the shapes (8, 16, 24, 32, 40, 48, 56 and 64) in order to determine the number that best describes the dataset;

· Stage 6 – the descriptor’s performance was studied using the Euclidean distance (formula 11); and

· Stage 7 – the descriptor’s performance was studied using the alpha-trimmed average distance for a set of ( values: 0, 0.1, 0.2, 0.3 and 0.4 (formula 13). Although ( is defined up to 0.5, this value was not explicitly tested because it is equivalent to using all the AD elements in the ordered vector, 50 % to each side of the median value.
Table 1 presents the retrieval performance results obtained for each of the 7 evaluation stages previously defined.

According to the retrieval performance results obtained for the various evaluation stages, one can verify that the descriptor’s performance increased at each of the defined stages.

In stage 1, for the turning angles descriptor tested as specified by its MPEG-7 proposers, with 64 angles and using the Minkowsky distance, one can observe that its performance is low mainly due to part B (i.e. perceptual similarity). After detecting the major descriptor’s flaws as sensibility to geometric transformations, the use of simple and non-efficient similarity measures; the following stages will try to compensate some of these. 

Table 1
Retrieval performance results for various similarity measures


Part A
Part B
Part C
Average Performance

Stage 1
79.29%
54.14%
63.50%
65.64%

Stage 2
77.86%
57.06%
63.50%
66.14%

Stage 3
78.22%
57.41%
63.50%
66.38%

Stage 4
79.29%
64.85%
83.00%
75.71%

Stage 5
64
79.29%
64.85%
83.00%
75.71%


56
81.79%
65.03%
82.50%
76.44%


48
83.57%
65.30%
83.50%
77.46%


40
83.57%
65.39%
84.00%
77.65%


32
85.36%
65.25%
83.50%
78.04%


24
85.96%
65.60%
82.00%
77.85%


16
87.15%
65.67%
84.50%
79.10%


8
84.29%
63.47%
92.00%
79.92%

Stage 6
86.07%
64.24%
83.00%
77.77%

Stage 7
0
86.31%
61.03%
82.00%
76.45%


0.1
87.03%
62.07%
83.00%
77.36%


0.2
87.50%
64.10%
84.00%
78.53%


0.3
87.50%
64.67%
84.50%
78.89%


0.4
87.50%
65.36%
85.00%
79.29%

In stage 2, the positive impact of the filtering capacities resulting from the two geometric shape descriptors (eccentricity and circularity) added to the turning angles shape descriptor was verified and corresponded to an overall performance increase of 0.5%. In this case, mostly a big reduction of the computational effort should result.

In stage 3, and after testing the geometric descriptors’ influence on the turning angles performance, one analysed its similarity measures’ influence on the final similarity measure as expressed in (9). Once again, the descriptors’ performance increased comparatively to stage 1 by 0.74%.

In stage 4, the descriptor’s insensibility to symmetry was analysed through its performance. Consequently, one can verify that the descriptor’s performance in part C increased significantly, by about 19.5%, as well as the overall performance that increased by 9.33%.

In stage 5, the descriptors’ performance having varied the number of angles used in the description was analysed and although this has nothing to do with the matching process it is important to present it at this stage in order to see its influence on the descriptor’s overall performance. Accordingly, the number of angles chosen to describe the shapes was 16 even though 8 presents a better global performance. The reason for choosing 16 instead of 8 angles was because the use of 8 angles in a description only presented a better result due to its high performance in part C when compared to parts A and B. However, when 16 angles are used a better compromise is obtained between the performances of the three parts of the core experiment.

In stage 6, the descriptor’s performance using 16 angles and the Euclidean distance was studied. In this case, the similarity measure’s foreseen behaviour was confirmed, since the descriptor’s performance decreased 1.33% compared to using the suggested Minkowsky distance reflecting the measure’s lack of robustness for noisy conditions.

As for stage 7, the descriptor’s performance using 16 angles and the alpha-trimmed average distance increased slightly 0.19% over the results obtained with the Minkowsky’s distance using too 16 angles. Once again, the measure’s foreseen behaviour was confirmed once the noise influenced values, high absolute differences, were eliminated from the computation of the similarity measure by placing them on the vector’s excluded extremities.

VI. CONCLUSIONS

This paper’s major objectives were to study various similarity measures as well as possible improvements to the retrieval process for the turning angles shape descriptor.

Consequently, three similarity measures were studied (the Minkowsky distance, the Euclidean distance and the alpha-trimmed average distance), a geometric compensation was made on the retrieval process (symmetry compensation), in order to make it more robust and consequently more efficient, and two improvements to the descriptor were made in order to speed up the retrieval processing time by eliminating immediately shapes very different from the query shape and by changing the number of turning angles used in a shape’s description in order to make the descriptor insensitive to changes of scale.

In conclusion, the turning angles descriptor saw its overall performance increased from 65.64%, for the descriptor defined as in the proposal made to MPEG-7, to 79.29%, for the descriptor including all the improvements proposed in this paper: filtering with the aid of two geometric descriptors, symmetry compensation of the turning angle vector used in the description, usage of a reduced number (16) of turning angles in the description and the alpha-trimmed average similarity measure.

Comparatively to the MPEG-7’s descriptors performance, 89.77% for the CSS and 87.38% for the ART, in CE1, the obtained result is considered significant. Yet and as future work more can still be done to improve the turning angle’s shape descriptor’s performance specially as far as perceptual similarity is concerned.
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